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IPMM'99 

Foreword 

It is a great pleasure to welcome you to Hawaii and to the Second International Conference on Intelligent 
Processing and Manufacturing of Materials. 

The theme of this year's conference is 

"Intelligence in Materials Production - the Competitive Edge!" 

"We are living in a Material World" sings Madonna and throughout the ages, materials have been essential 
for bettering our standard of living. All materials derive from the Earth's crust, oceans or atmosphere and 
soon, even from outer space. By applying human intelligence to the properties of matter and the 
environment of a problem, Mankind has developed countless materials, goods and products to serve 
Society's needs. Perhaps Madonna's song should refer to an "Intelligent World". 

IPMM'99 is the second in a series of conferences dealing with the application of Artificial Intelligence and 
related technologies such as expert systems, fuzzy logic, artificial neural networks, genetic algorithms, 
pattern recognition and hybrid systems to the processing and manufacturing of materials and products. The 
lstIPMM Conference was held in 1997 in Gold Coast, Australia and attracted over 300 delegates from 37 
countries with a diverse set of backgrounds that included computing, mining, metals, materials, 
manufacturing, etc. The participants found much to share in the "intelligent" methods being used around 
the world to study, simulate, process or make materials and products. The cross-disciplinary nature of this 
conference series is a "breath of fresh air" to many of us. 

In the production of ores, minerals, metals, ceramics, plastics or food, intelligent methods have become 
essential to better understand and process materials or to manufacture products. Intelligence is embodied in 
creative ways to select components, predict properties, control processes or operate plants and factories. 
Such methods may be software or hardware applications; they may mimic how the human mind processes 
information; or they may derive from first-principle modeling of the physics and chemistry of matter. 

Corporations are increasingly turning to intelligent methods to enhance their competitiveness in today's 
complex society and so, the technical program at IPMM'99 is focused on research aimed at leading-edge 
industrial applications and on the identification of newly-evolving technologies. 

Intelligence exists all around us. Each of us uses it to conduct our daily lives. As the world becomes 
increasingly more complex and as communication systems allow massive transfer of information at 
incredibly reduced time scales, the global community will begin to apply this rapid collection of knowledge 
through powerful massively-parallel systems that currently exist within our families, communities, towns 
and cities, states and countries. As computers become more and more predominant in our workplaces and 
homes, we will begin to consider problems to which previously, we could only apply our imaginations. 

Intelligence that exists in humans and other species, is now being placed into machines and materials. We 
are applying intelligence as we explore outer space and yes, perhaps, one day we will discover new 
intelligent life forms in the universe. 

Conventional approaches to problem solving are becoming more and more integrated into systems that are 
controlled using fuzzy logic, artificial neural networks, genetic algorithms to create hybrid systems. As 
these systems become more widely used in industry, the complexity issues will grow as we attempt to find 
"optimum" solutions to our problems. You will find many papers at IPMM'99 dealing with hybrid systems 
that combine the attributes of many different methodologies. 
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The methodologies may mimic the human thought-process either symbolically or structurally. Papers are 
available describing evolutionary techniques that adapt to changing circumstances and allow solutions to 
problems to adjust in response to external factors. A number of papers focus on developing instruments that 
provide artificial senses that mimic the eye, the nose, the ears and yes, even the tongue. Tactile activities 
are also important in robotic fields and so even, the sense of touch is described in some papers. 

As we examine these proceedings and its many fascinating areas of research, I wish to issue a few 
challenges that we face in developing new products to assist us in our future lives. Some of these ideas 
came to mind from reading the papers and still others developed from the difficult exercise of putting 
together this conference and proceedings. 

Challenge 1: Can we find a way to put a film onto the surface of eye-glasses that changes its refractive 
index in response to external light and/or the distance at which the wearer is focusing? 
Perhaps, the film would have a variable R.I. from top to bottom of the lens. 

Challenge 2: Can we develop hearing aids that actually work properly - which filter out extraneous noise 
and provide quality hearing to those of us impaired? 

Challenge 3: Can we develop a word processing program which always prints out documents the way they 
were originally designed regardless of the print driver and hardware being used? 

The first two challenges can revolutionize the field of hearing and sight aids can improve the quality of life 
for many, many people. The third challenge probably exists already but is not being marketed in a way to 
be of widespread use. Much time and effort must be spent by those of who use word processors everyday to 
reformat documents as we move around our offices or as we move from home to office. 

Of course, these challenges are trivial compared to some of the more fundamental (environmental, political 
and social) issues facing the world today. But it is even such small problems being solved that can have 
enormous impact on so many people. The opportunity to apply intelligence exists in everything we do or 
make. It is up to those of us involved in the field to see that the intelligent methods are applied for the good 
ofMankind. 

There are many people who contributed to the success of this conference. For their advice and patience, I 
would like to thank the following individuals: Marcello Veiga, Mike Smith, Steve LeClair, Tom Zacharia, 
Guy Nicoletti, Ed Szczerbicki, Madjid Fathi, Malcolm Scoble, Tara Chandra, Lotfi Zadeh, Zoran 
Bugarinovic, Robert Wagoner, Junichi Endou, Susuma Shima, Debbie McCoy, Iqbal Ahmad, John 
Atkinson, Scott Meech, Sonia Veiga, Bojan Bugarinovic, Igor Bugarinovic. Special Mahalo (thanks) to 
Epooni Perkins, Stan Omizo and Lisa Chang of the Hilton Hawaiian Village for their support and patience. 

We trust you will find these proceedings of great benefit in your future endeavors and research. 

John A. Meech 
General Chair, IPMM'99 

Honolulu, Hawaii, USA 
May 31, 1999. 
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Artificial Neural Networks (ANN) as Simulators and Emulators 
An Analytical Overview 

Guy M. Nicoletti 

Engineering Department, University of Pittsburgh at Greensburg 
1150 Mt. Pleasant Road, Greensburg, Pennsylvania 

ABSTRACT 
Because of their ability to exploit the tolerance for imprecision and uncertainty in real-world problems, and their 
robustness and parallelism, artificial neural networks (ANNs) and their techniques have become increasingly 
important for modeling and optimization in many areas of science and engineering. As a consequence, the 
market is flooded with new, increasingly technical software and hardware products. This paper presents an 
analytical overview of the most popular ANNs, both in hardware and software modes. The paper is organized 
as follows. Part I introduces a basic overview of ANNs. Part II discusses global optimization for ANN 
training, the NOVEL hybrid method is presented and its performance is discussed. Part III discusses the 
techniques and means for parallelizing neurosimulations of ANNs, both at a high programming level and at a 
low hardware-emulation level. Part IV presents vector microprocessor architectures and the Spert II fixed- 
point system as applied to multimedia and human-machine interface. Finally, Part V introduces the most 
recently explored concept of cellular neural networks (CNN), its performance and operation are analyzed. 
Conclusions and recommendations conclude the paper. 

INTRODUCTION 
Modern digital, von Neumann type, parallel computers outperform humans in the domain of numerical 
computations and related symbol manipulation. The course of long evolutionary process has provided the 
human brain with many superior characteristics not present in von Neumann architectures. These include: 
massive parallelism, distributed representation and computation, learning ability, adaptivity, inherent 
contextual information processing, fault tolerance, and low energy consumption. Inspired by biological 
neuronets, ANNs are massively parallel computing systems consisting of a very large number of simple 
processors with many interconnections. Thus, ANN models attempt to simulate some "organizational" 
principles present in the human brain. The structure and architecture of biological neuron and neural nets are 
well formulated in the related literature. To place the state of ANNs in perspective, it is worth mentioning that 
the cerebral cortex contains about 1011 neurons. Each neuron is connected to 103 to 104 other neurons and, in 
total, the human brain contains approximately 1014 to 1015 interconnections. Messages are modulated on pulse 
train variable frequency of a few to several hundred Hertz, which is a million times slower than switching 
speeds of modern electronic circuits. However, complex perceptual decisions are typically made by a network 
of neurons within a few hundred milliseconds. Thus, the human brain runs parallel programs of about 100 
steps long {the 100 step rule) [1]. 

Computational Model of a Neuron.   The mathematical neuron as proposed by McCulloch and Pitts [2], 
computes a weighted sum of n input signals, xj; j = l,2,...,n, and generates an output of 1 if this sum is above 
a certain threshold u.   Mathematically, 

0 YIJ Wj Xj - u J 1. 

Where 0 is a unit step function at 0, and w, is a synapse weight associated with the jth input. This model, 
however, contains a number of simplifying assumptions that do not reflect the true behavior of biological 
neurons. Expression (1) is commonly generalized by using an activation function other than the threshold 
function such as the sigmoid function defined by: 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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g(x)=l/(l+exp{-ßx}) 2. 

where ß is the slope parameter. 

Network Architectures. Based on the connection pattern (architecture), ANNs are grouped into two categories: 

• feed-forward networks, in which graphs have no loops. Generally speaking, these networks arestatic, 
i.e., they produce only one set of output values rather than a sequence of values from a given input. 
Their response to an input is independent of the previous network state. 

• recurrent (or feedback) networks, in which loops occur because of feedback connections. These 
networks are dynamic systems. As a new input pattern is presented, the neuron outputs are computed. 
With the feedback paths, the inputs to each neuron are then modified, which leads the network to enter 
a new state. 

Different network architectures require appropriate learning algorithms. 

Learning. Learning ability is the fundamental trait of intelligence. The learning process in ANNs consists of 
the problem of updating network architecture and connection weights so that the network can efficiently 
perform a specific task. Usually, the network must learn the connection weights from available training patterns. 
Performance is improved over time by iteratively updating the weights into the network. ANNs ability to 
automatically learn from examples constitutes one of the major advantages of such networks over traditional 
expert systems. The design of a learning process hinges on two fundamentals: a learning paradigm, i.e. the type 
of information available to the network, and the type of learning rules that govern the updating process. The 
procedure for implementing the learning rules is referred to as a learning algorithm. There are three main 
learning paradigms: supervised, unsupervised, and hybrid. There are four basic types of learning rules: error- 
correction, Boltzmann, Hebbian, and competitive learning. 

Error-Correction Rule. These are based on the error signal (d - y) used to modify the connection weights to 
gradually reduce the error. Here, y is the actual output generated by the network, and d is the desired output. 
The perceptron, (a single neuron ANN with adjustable weights), learning rule is based on this principle. Its 
learning algorithm is as follows: 

1. Initialize the weights and threshold to small random numbers. 
2. Present a pattern vector (xh x,,... x„)' and evaluate the output on. 
3. Update the weights according to: 

w(t+l) = Wj(t) + Ti(d-y)Xj. 3. 

where d is the desired output, t is the iteration number, andr\ (0.0 <r\< 1.0) is the gain (step size). 

Boltzmann Learning Rule. This type of learning can be viewed as a special case of error-correction learning. 
The error is measured as the difference between the correlations among the outputs of two neurons under 

constrained and free-running operating conditions. Boltzman machines are symmetric (wy = Wjj), recurrent 
networks consisting of binary units   (+1 for "on" and -1 for "off).   The rule dictates that the change in 
connection weight ws is given by 

Awij=ri(p'ü-pij) 4. 

where h is the learning rate, and p'y and py are the connections between the states of units i and j when the 
network operates in constrained mode and free-running mode respectively. The values ofp'y and p y are usually 
estimated from Monte Carlo methods, which is very slow. 

Hebbian Rule. Based on Hebb' s postulate of learning [3]. This postulate is derived from observations in 
neurobiological experiments: If neurons on both sides of a synapse are activated synchronously and repeatedly, 
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the synapse strength is selectively increased. Mathematically we obtain: 

Wjj(t+1)   =  WyO + TlyjOXjCt), 5. 

where x, and y are output values of neurons i and j, respectively, which are connected by the synapse wä, and 
T| is the learning rate. 

Competitive Learning Rules. Unlike Hebbian learning, competitive-learning output units compete among 
themselves for activation. Thus, only one output unit is active at any given time. This phenomenon, (found 
to exist in biological neural networks), is known as winner-take-all. The simplest competitive learning network 
consists of a single layer of output units. Each output unit / in the network connects to all the input units (Xj) 
via weights wy, j = 1,2,...,«. Each output unit also connects to all other output units via inhibitory weights but 
has a self-feedback with an excitatory weight. As a result of competition, only the unit/* with the largest (or 
the smallest) net input becomes the winner, i.e., Wj*-x > w; • x, V i, or| | W;* - x| | ^ | W; - ^ |, V i. When all 
the weight vectors are normalized, the two inequalities are equivalent. Mathematically, the competitive rule can 
be stated as: 

{    %     1*1'*, 

6. 

It can be seen from (6) that the network doesn't stop learning (updating weights) until the learning rate ? is 0. 

Multi layer Feed-Forward Networks Generally, a standard L-layer feed-forward network (excluding 
the layer of input nodes) consists of an input stage, (L-l) hidden layers, and an output layer of units sequentially 
connected (fully or locally) in a feed-forward fashion with no connections between units in the same layer and 
no feedback connections between layers. 

Multi layer Perceptron. In this network, [4], each computational unit employs either the thresholding 
function or the sigmoid function. The learning algorithm generally used is the back-propagation algorithm: a 
gradient descend method to minimize the squared-error cost function in the equation: 

= aXiiy (i)   .   A® 

Radial Basis Function Network. Radial Basis Function (RBF) networks, [5], is a special case of Multi layer 
feed-forward networks. It has only two layers. Each unit in the hidden layer employs a radial basis function, 
such as a Gaussian kernel, as the activation function. The radial basis function is centered at the point specified 
by the weight vector associated with the unit. There are a variety of learning algorithms for the RBF network. 
The basic one, which converges faster than the back propagation algorithm, employs a two-step learning 
strategy, or hybrid learning [4]. However, for many problems, the RBF often involves a large number of 
hidden units, its speed is often slower, and as for the Multi layer perceptron, it is problem dependent, and has 
the same asymptotic approximation power as the Multi layer perceptron. 

There are many issues in designing feed-forward networks. These include: (1) the number of layers needed for 
a given task, (2) the number of units needed per layer, (3) generalization ability, i.e. the network performance 
with data not included in the training set and, (4) the optimal size of the training set for "good" generalization. 

Kohonen's Self-Organizing Maps. The self-organizing map (SOM), [6], has the desirable property 
of topological preservation: the important aspect of the feature maps in the cortex of highly developed animal 
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brains. It basically consists of a two dimensional array of units, each connected to all« input nodes. If ws 

denotes the n- dimensional vector associated with the unit at location (i,j) of the 2D array, then each neuron 
computes the Euclidean distance between the input vector x and the stored weight vector wy. 

Kohonen's SOM can be used for projection of multi-variate data, density approximation, and clustering. It has 
been successfully applied in the areas of image processing, robotics, and process control [7]. The design 
parameters include the dimensionality of the neuron array, the number of neurons in each dimension, the shape 
of the neighborhood, the shrinking schedule of the neighborhood, and the learning rate. 

Adaptive Resonance Theory Model. Adaptive Resonance Theory Models (ART1, ART2, and ARTMap) 
were developed by Carpenter and Grossberg to create networks capable of overcoming the stability-plasticity 
dilemma: how to learn new things (plasticity) and yet retain stability to ensure that existing knowledge is not 
erased or corrupted. The complexities of such models precludes their presentations in this paper. The reader 
is referred to related literature on ART1, and ART2 models [8], [2]. 

Hopfield Network. The Hopfield network uses a network energy function as a tool for designing recurrent 
networks and for understanding their dynamic behavior [9]. Its formulation makes explicit the principle of 
storing information as dynamically stable attractors in the use of recurrent networks. Applications especially 
directed to associative memory and to the solution of combinatorial optimization problems. A Hopfield 
network with n units has two versions: binary and continuously valued. The network dynamics for the networks 
are: 

vi = Sgn [X wy Vj - 0j J 8 
j 

Where, v, the output of the ith unit, is either +1 or -1, but for continuous networks, it can be any value between 
0 and 1. Wy is the synapse weight on the connection from unit i to unit j. 

The energy function of the binary network in a state v = (vi, v2,... yn)
T is given by: 

E   =   VillWyViVj 9. 

The central property of the energy function is that a network state evolves according to the network dynamics 
(equation 8), the network energy always decreases and eventually reaches a local minimum point (attractor) 
where the network remains with a constant energy. 

GLOBAL OPTIMIZATION 
The algorithms described in the previous section find their roots in function-minimization algorithms that can 
be classified as local-or global-minimization algorithms. They focus on either extreme-local search or global 
search. Such algorithms, in general, do not work well. A recent proposal, [10], formulates a hybrid method, 
called Nonlinear Optimization via External Lead (NOVEL), that combines local and global searches to explore 
the solution space, locate promising regions, and find local minima. In exploring the solution space, the search 
is guided by a continuous terrain-independent trace that does not get trapped in local minima. In locating 
promising regions, NOVEL uses a local gradient to attract the search to a local minimum. Finally, one initial 
point is selected for each promising local region. These points are then used for a descent algorithm to find local 
minima. Good global-minimization methods are: simulated annealing (SA), evolutionary algorithms (Eas), 
cascade correlation with multi starts (Cascor-MS), gradient descent with multi starts (Grad-MS), truncated 
Newton's method with multi starts (TN-MS). Benchmark problems studied so far, [11], are: Two-spiral 
problem - to discriminate between two sets of training points that lie on two distinct spirals in the x-y plane; 
Sonar problem - to discriminate between sonar signals bounced off a metal and a rock; 10- parity problem - 
to train a network that computes the binary sum of 10 binary digits; and the NetTalk problem - to train a 
network to produce proper phonemes, given a string of letters as input. Results indicates that NOVEL 
represents a significant advance in supervised learning of feed-forward neural networks and optimization of 
general high-dimensional nonlinear continuous functions. 
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SIMULATING ANNs ON PARALLEL ARCHITECTURES 
ANNs can be implemented as a simulation programmed on a general-purpose computer or as an emulation 
realized on special purpose hardware. Although simulations offer comfortable software environments for 
developing and analyzing ANNs, the computational needs of realistic applications exceed the capabilities of 
sequential computers. Parallelization became therefore, necessary to cope with the high computational and 
communication demands of neuro-applications [11]. Neurosimulations can be parallelized in several ways. 
The amount of parallelism achieved depends on the granularity of problem decomposition. The most popular 
techniques are illustrated in Fig. 1. 
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Fig. 1. A taxonomy of parallelization approaches for neurosimulations. 

The parallel techniques implemented on general-purpose computers are presented in Table 1. 

Table 1. Parallel implementations on general-purpose computers. 

Structuring tec tin que 
No. of 

processors 

64 K 

Computer 
architecture Benchmark 

Perform 
CPS 

nice' 
CUPS 

Coarse: Connection Machine3 NETtalk 180M 38M 

training, node 
Coarse: 

per layer 
16K MasPar" NETtalk 176M 42M 

training, node 
Fine: 

per layer 
64K Connection Machine' NETtalk 13M 

node, weight 
Pipelined: 

training, layer 
Pipelined: 

layer, node 
Coarse: 

10 

13K 

6 

Warpr' 

Systolic array6 

Transputers' 

NETtalk 

NETtalk 

17M 

248M 

207K 

partitions 

*The results are from the late eighties and early nineties. The performance figures are not impressive today, but the implementa- 

tion techniques are still being used. 

Finally, Table 2. presents recent commercially available neurocomputers. 
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Table 2. Commercially available neurocomputers. 
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General purpose neurohardware appears to offer an optimal solution, achieving both efficiency and flexibility 
at an acceptable price. Special purpose neurohardware demonstrates the best performance (see IEEE Micro, 
June 1994). The best performance is achieved with special-purpose neurocomputers that implement a particular 
neural model directly in silicon. Current R&D efforts are directed toward neurocomputers that consist of 
several modular components ranging from "conventional" hardware to highly specialized silicon, optical, and 
molecular devices. 

THE VECTOR MICROPROCESSOR SYSTEM 
Vector processors, unlike conventional scalar processors, can specify multiple independent operations on linear 
operand arrays in one instruction. Thus, vector microprocessor architectures make ideal processing elements 
for multimedia and human machine interface. Applications in this area often contain algorithms that can be 
expressed in data-parallel form. A vector instruction-set architecture (ISA) allows a natural expression of the 
application's data parallelism. This simplifies implementations that adopt multiple parallel units and pipelined 
functional units. A well known vector microprocessor is the TORRENT (TO) system shown in Fig. 2. The 
TO processor is a complete single-chip Torrent architecture implementation fabricated by Hewlett-Packard's 
CMOS26G process. TO's main components are the MIPS-II-compatible RISC CPU with 1-Kbyte on-chip 
instruction cache, a vector unit coprocessor, an external memory interface, and an 8-bit wide serial host 
interface (TSIP) and control unit. 

m is 

Fig. 2. Block diagram of TO micro architecture. 

The latest development of vector processing system is the SPERT-II accelerator. It is a double-slot Sbus card 
for SUN-compatible workstations [12]. As shown in Fig. 3, the board contains a TO vector microprocessor, 
SRAM, a Xlinx FPGA device for interfacing with the host, and various system support devices. 
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Fig. 3. Spert-II system organization. 

SPERT-II software environment is shown in Fig. 4. The unmodified version of the gcc C/C++ compiler 
operates in parallel with the Torrent vector instructions which act as coprocessor instructions to the base MIPS- 
II instruction set. 
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Fig. 4. The Spert-II software environment. 

As described in [13], an (ANN) training task from a speaker-independent continuous speech recognition system 
was implemented on such SPERT-II system. The ANN is a simple three-layer, feed-forward perceptron with 
100 to 400 input units, input layer fully connected to a hidden layer of 100 to 4000 units which, in turn, is fully 
connected to an output layer of 56 to 61 units. The back propagation algorithm was mapped with the hidden 
unit incorporating the standard sigmoid nonlinearity, while the output units compute a soft-max f (x) = ex / Sj 
ex. The authors reported relative fast convergence of the algorithm: a randomly initialized net containing from 
40,000 to 1 million weights converged with three passes over a training database containing several million 
patterns representations. A comparative performance is illustrated in Table 3. 

Cellular Neural Networks 
Cellular Neural Networks (CNN), proposed in 1988 by L. O. Chua and L. Yang [14, 15], are examples of 
recurrent networks defined by the following system of differential equations: 

dxjjft) = - Xjj (t) + X a™ y™ (t) + X b™ u™ + I 
dt mne, iVy mne, JVjj 

10. 

where 
JVy denotes the neighborhood of the i j-th cell for 1 < i < M, 1 <j < N and y = (| x + 11) - (| x - 1 |)/ 2. 

The state input and output of a cell are defined by Xy, Uy, and yy, respectively. The nearest neighborhood 
CNN is assumed. The output at an equilibrium point, if one exists, is denoted by y;j. The parameters of a CNN 
are gathered into the so- called A-template, and B-template and the bias I. Since a CNN is a recurrent neural 
network, one can apply a suitable learning algorithm such as the recurrent back propagation (RBP) by replacing 
the standard sigmoidal function by a smoother similar one. However, there are still some unresolved issues 
concerning the minimization of the cost function associated with this type of network [16]. Nevertheless, 
CNNs are of great interest due to the fact that such networks are among the easiest to implement in hardware. 
In fact, CNNs are a particular class of artificial neural networks well suited for VLSI implementation. 
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Essentially, the CNN hardware structure consists of a bi-dimensional array of elementary analogue processors 
(cellular cells) locally interconnected only. Recently, the literature has reported several hardware 
implementations in terms of circuital as well as the level of programmability. The Digitally Programmable 
CNN (DPCNN) is the latest of a neural chip family whose main feature is represented by a multi chi approach 
[17]. This feature, realized by using a current-mode approach, allows to implement any size CNN arrays by 
simply connecting many of these chips together. Moreover, a local digital memory implemented on each chip, 
enables the digital programmability of the template entries. Currently, DPCNNs have been applied to analog 
encryption and secure communications, analog built-in self-test, stochastic neural networks, annealing 
optimization and learning, autowaves for motion control, and biological inspired walking robots [18, 19]. 

CONCLUSION 
Developments in ANNs have stimulated considerable enthusiasm and criticism. Some comparative studies are 
optimistic, some offer pessimism. The choice of the best technique should be driven by the nature of the 
application. Applications such as pattern recognition, clustering and categorization, function approximation, 
prediction/forecasting, optimization, retrieval by content, control, and plant process control, seem to be better 
served by combining the strengths of ANNs with other technologies. Such hybrid systems tend to achieve 
significantly better performance for these challenging problems. Vector microprocessors and VLSI technology 
of CNNs seem to be an optimistic technology for many new applications, such as those mmultimedia and other 
human-machine interfaces. It is clear that future efforts will include communication and cooperative work 
between researchers working in ANNs and other disciplines so that repetitious work will be avoided, while good 
and effective methodologies for integration will be developed. 
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Abstract 
In this paper, a new neural computing method to extract logical rules from the training data sets is 
proposed. Maximum neural networks are used to train the weight and the threshold of the multi-layered 
(feedforward) neural network (MLNN). The threshold and the weights of the MLNN are trained to be a 
logical function (AND/OR) with the multiple input. The maximum neural network constructs the logical 
function on the MLNN so that it is not necessary to extract rules from the trained MLNN. The proposed 
method was experimented for the classification problem, Monkfc problem 1. Experimental results showed 
that the proposed method learned the correct rule in more than 40% success rate. 

INTRODUCTION 
The multi-layered (feedforward) neural network (MLNN) has been used to analyze data and has showen its 
effectiveness in several fields where Back-propagation is used as a learning method to train the weights of 
the MLNN. However, it is difficult to explain what the MLNN has learned by only seeing the weights of 
the network as information in the training data set is distributed into the weights and expressed across the 
whole network. So, rules must be extracted from the trained MLNN to understand what the MLNN has 
learned from the data. Several approaches to extracting rules from trained MLNNs have been suggested. Fu 
proposed the KT algorithm [1]. Towell et al. developed the M-of-N algorithm [2]. Ishikawa proposed a 
structural learning method [3]. Duch et al. proposed a method to extract logical rules for a Back- 
propagation MLNN. [4] However, extracting rules from a trained MLNN is very complex. It is shown that 
extracting DNF (Disjunctive Normal Form) rules from a trained MLNN is an NP-Hard problem [5]. 

This paper presents a new learning method for MLNN to extract logical rules from the training data using a 
maximum neural network. In the proposed method, one of three values {-1,0, 1} is assigned as a weight to 
the synaptic links of the MLNN. The neurons in the hidden and output layers are AND/OR functions with 
multiple input. The threshold value of each neuron is calculated according to the mode of the function 
(AND/OR) and the weights of the synaptic links with neurons in the lower layer. So the MLNN consists of 
logical functions. Rules can be obtained from the weights and threshold values without analysis. Therefore, 
extracting rules from the trained MLNN is unnecessary. The maximum neural network is used to train the 
network and select the mode of the function. The proposed method can be used for binary classification 
problems to extract DNF or CNF (Conjunctive Normal Form) rules. The number of output neurons is one. 
The data treated in the proposed method are binary but symbolic inputs are required to create logical rules 

The search space of this problem is i^x f where N is the number of synaptic links and M is the number of 
neurons in the MLNN. When the problem size is large, it is difficult to find an optimal solution (the 
simplest rule) in practical time. The proposed method uses a heuristic search by a maximum neural network 
to find the (semi-)optimal solution in practical time. 

MLNN 
The MLNN used in the proposed method consists of three layers: input, hidden and output layers. The 
MLNN and the data sets have the following characteristics: 

• The data sets consist of the input data xpJ and the target output data tp where p denotes the pth pattern 
andy denotes they'th attribute of the input pattern. xpj is the binary data: the value 1 means "true" and 
0 means "false" or "not". tp has a binary value: 1 for positive examples and 0 for negative examples 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Each synaptic link has one of the three value of {-1, 0, 1} as a weight value. The weight value 1 
means "true", -1 means "not" and 0 means "cut link". 
Each neuron in the hidden and output layers consists of McCulloch-Pitts binary neuron which is 
formalized as follows, 

c 
l> ifSw;,/°/ >e 

Oj =i ;=i 1. 

0, otherwise 

where o,- is the output of neuron in the current layer, o, is the output of the neuron in the lower layer, 
wjj is the weight of the synaptic link from rth neuron to y'th neuron, C is the number of the synaptic 
links connected toy'th neuron and 9 is the threshold.The output 1 means "true" and 0 means "false" or 
"not". 
The threshold value for neurons in the hidden and output layers can be calculated using weights of 
synaptic links from the lower layer according to the function mode: 

X Wjj -0.5, if the logical function mode is AND. 
W: ,eZ+ 

e = 
X WJJ + 0.5, if the logical function mode is OR 

w, ,eZ~ 

where Z~ is the set of weights which have the value "1" and Z is the set of weights which have the 
value "-1". This definition is based on KBANN-net proposed in [2]. 

In this paper, one and only one output neuron is used to solve the binary classification problem. The 
number of hidden neurons can be changed according to problems. Neurons in the MLNN are numbered 
from 1 to I for the input neurons, from 7+1 to \+H for the hidden neurons and I+H+0(=M) for the output 
neuron, where I, H and O are the numbers of neurons in the input, hidden and output layers respectively 
(Fig. 1(a) shows an example). 

The objective of this problem is to maximize the following function: 

R = 
r     E     A 

1 PO* 

y~Np0Sj 

(     E     A 
i «eg 

N »eg 

where^ =  X \tp -op
M\, Eneg =  £ f ~op

M\ 3. 
P*Tpo, PZTneg 

f and oM
p are the target output and the output from the MLNN for the input pattern respectively. Npos and 

Nneg are the numbers of positive and negative examples in the data respectively. Tpos and Tmg are the sets of 
the target outputs in the positive and negative examples respectively./? is 2 when the positive examples and 
the negative examples are learned correctly. 

MAXIMUM NEURON 
The maximum neuron consists of several neurons [6]. One and only one neuron in a maximum neuron can 
be activated. The definition of the maximum neuron is give by: 

v        [1,   Umt„=m<K(Ux,„)x = \,...,X 4 

[O, otherwise 

where Vm„ and Umi„ are the input and the output of m.nth neuron respectively and X is the number of 
neurons in one maximum neuron. In the proposed method, the difference between the maximum U and the 
minimum U is limited within D where D is a constant parameter. 

NEURAL REPRESENTATION 
In the proposed method, two maximum neural networks are used: one is for selecting the weight value and 
another is for determining the logical function mode. Fig. 1 shows the MLNN and the neural representations 
corresponding to the MLNN. Fig. 1(a) is the MLNN which has three input neurons, two hidden neurons and 
one output neuron. Fig. 1(b) shows the neural representation of the maximum neural network for the weight 
value selection. This is represented by 3x5 matrix where S is the number of synaptic links in the MLNN. 
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Each column represents one maximum neuron so that one and only one neuron can be activated per a 
column. In this paper, first, second and third rows represent the weight value 1,-1, and 0 respectively. The 
black square means that the m,rrth neuron in the maximum neural network is activated (V„,„ =1), in other 
words, this means the /rath weight value is selected for the weight of the «th synaptic link. For example, in 
Fig. 1(b) the state of 2,4th square is activated. This means that the weight value of the 4th synaptic link is - 
1. The white square means /ra,«th neuron is not activated (Fm>„ =0). In the same way, Fig. 1(c) shows the 
neural representation for selecting the logical function mode of the neuron. This representation is 
2 x L matrix where L is the number of the neurons in the hidden and output layers. In this paper, the first 
and second rows represent AND function and OR function respectively. 
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Input layer 

HV/=1 /" 
<=^> 
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1 n 8 
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, m £ value 

(b) 
# neuron 

1 n 3 

# logical ^5 6,—, 
function   m 

1 AND ■     I     I 
mode 2 OR    r~^^H 
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Fig.l: (a)MLNN and neural representations (b) for the weight selection 
and (c) for the logical function mode selection. 

MOTION EQUATION 
The input U of the maximum neuron is updated by the motion equation. The motion equation is given by: 

dU. 

dt 
---a{3- 
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N 
\\ 
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1- 
N„ 

J pos 

N pos 

"eg 

N "eg 

5. 

a is a constant parameter. When the positive examples and the negative examples are learned correctly, 
Eq.5 becomes zero. This motion equation is used for two maximum neural networks. In this motion 
equation, there is an objective function. The method where the objective function is used as a motion 
equation has been proposed by Tsuchiya et al. [7]. In the proposed method, in the case that n represents the 
weight from the ith input neuron to the jth hidden neuron (w^) and the weight value from the jth neuron to 
the output neuron is zero (WMJ^ 0), either the weight value 1 or -1 which has larger U in the kth maximum 
neuron corresponding to wMk is set to wMj and then op is calculated. The same operation is applied to the 
calculation of the motion equation for the nth hidden neuron 

The following term is added to Eq.5 to escape from the state of the tautology: 

I+\<k<I+H, 
j*k 

where ß is the constant parameter and WJJ is the weight of the «th synaptic link. This term is applied to the 
calculation of the motion equation for the synaptic links from the input neuron to the hidden neuron 
(1 < i < /). The function fj returns 1 if the state of the tautology is detected, otherwise 0. Let r, denote the 
logical function mode of the z'th neuron. The state of the tautology related to the rath synaptic link, WJJ , can 
be detected by using the following rules: 

Under the condition that w,,- = w^ 0 and w,-,- ■£ w^j 
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1. r,: = rk = rM =0R, ww</ = wm =1 
3. r; = rk =AND, rM =0R wMJ = wMi =-1 

2. n = rk =0R, rM =AND, wMJ = wM>i 

4. r, = rk = rM =AND, wM/ = wMi=l 
=-1 

or under the condition that w,-,- = w*,,-^ 0 and w,,, = w*,/, 

5- rj = rM=OR, rk = AND, wMy =1, wm=\ 6. r,- =OR, rM= rk =AND, wMy =-1, wMi=l 
7. r,- =AND, rM= /■* =OR, wMJ =-\, wm=\ 8. r,- = rM = AND, rk =OR wM</ =1 wM*=-l 

under the condition that w,-,- = wt,- * 0 and w,,,- * wt/ and   X/2(wy,/) = *and X/2K,/) =L > 

9. rt = r* =AND, A-M=OR, WA/J = wM,t=l 10. r, = rk = rM=OR, wMi/ = wM*=-l 
11. r, = r* =OR, rM =AND, wMJ = wM,t=1 12. r,- = rk = rM =AND, wM; = wM/t =-1 

,,• = wfc/* 0 and vt^w*,,- and   X/2(w,-,) = 1 and X/2Kf) =l 

wj =1 yvHk=-\ 14. r< = rM=OR, rA = AND, wM< =-l, 

or 

or under the condition that wJt 

13. ry =AND, rM=rk =OR, wM/ =1, wMt=-l 14. r,- = rM=OR, rk = AND, wMy =-1, wHk = 
15. ry- =OR, rA/= rk =AND, wMy =1, wMi=-l 16. rt = rM = AND, rk =OR wMy =-1 wMi=l 

where the function^ returns 1 if the weight value is not 0, otherwise 0. 

To escape from the local minimum, the following motion equation is used instead of Eq.5: 

(( 
1-- -Jpos 
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Eq.7 is applied to the neuron in the maximum neural network whose output is 1. This term is used if t 
modulo a > b where t is the iteration step and a, b are constants. 

ALGORITHM 
The following procedure describes the proposed algorithm. Note that tjimit is the maximum number of 
iteration steps for the system termination condition, target_r is the target value ofR and, UWmn, VWm„ and 
ULmn, VLm„ denote the input U and the output V of two maximum neural networks for the weight selection 
and the logical function selection respectively. 

1. 
2. 
3. 
4. 

Set t=0 and set a, ß ,y tjimit, D, a, b. 

The initial values of UWmJt) for m,...,3, n,...,N and ULmJt) for m,...,2, n,...,H+0 are randomized. 
Evaluate VWm_„ for m,...,3, n,...,N and VLm„ for m,...,2, n,...,H+0 using Eq.3. 
Set the weight values to the MLNN and calculate the thresholds. If R>target_r, then terminate this 
procedure and go to step 8. 
Forn=l,...,N, 
(a) Set the wth weight value to the nth synaptic link and compute A UWm,„(t) using Eq.5 and Eq.6 for 

m=l,.. .,3. If R in Eq.5 becomes larger than targetr, then teminate this process. 
(b) If the «th synaptic link represents wJti {1 <i < 1,1 +1 < j < I + H) and the value of Eq.5 of 

A UWjJt) or A UW2n(t) are equal to the value of Eq.5 of A UW3JX\ then the following equation 
is applied to A UWmjt) (m=l or 2) : 

-Y I/2K,)+        I/2KP 
i<i<I,I+l<j<I+H I+\<j<I+H,\+J+H<k<M 

where f2 returns 1 if the weight value is not 0, otherwise 0. 
(c) Update UWm,„(t+l) form=l,..,3: UWmJt+l) = UWmJt)+ AUWmJt). 
(d) Evaluate VWm,n(t+l) form=l,...,3, usignEq.4. 

6. The same procedure except 5(b) are applied to ULm„, VLmn. 
7. If t=t_limit then terminate this procedure else increment t b 1 and go to step 5. 
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8.    Prune synaptic links whose weight values are 1 or -1 but does not affect the value of the objective 
function by setting the weight value to 0. 

EXPERIMENTAL RESULTS 
The proposed method was experimented with the binary classification benchmark problem, Monk's 
problem 1 (Mi). M] has six different attributes to describe an artificial robot domain. There are four rules 
to be a monk in Mi. Table 1 describes the six attributes and rules. The binary strings in Table 1 are binary 
expressions of the attribute values. The input pattern consists of 15 binary values. 

Table 1.: Attributes and Rules of Monk's Problem 1. 

attributes Values Rules 
head shape round(lOO), square(OlO), octagon(OOl) head shape=round and body shape round 
body_shape round(lOO), square(OlO), octagon(OOl) head_shape=square and 

body shape square 
issimiling yes/no (1/0) head_shape=octagon and 

body shape octagon 
holding sword(lOO), balloon(OlO), flag(OOl) jacket color=red 
jacketcolor red(1000), yellow(0100), green(OOlO), 

blue(OOOl) 
has tie yes/no (1/0) 

The proposed method was experimented a thousand times with different random numbers on Pentiumll 
(450MHz) computer. In experiments, 15 input neurons, 5 hidden neurons and 1 output neuron were used. 
All input neurons were connected to 5 hidden neurons, which themselves were connected to the output 
neuron, a, ß,y tjimit, D, a, b are set to 1.5, 0.1, 0.01, 2000, 1.5, 15, 13 respectively. The way of mapping 
the synaptic link in the MLNN to the maximum neuron is the same with one shown in Fig. 1. The number 
of positive examples and negative examples are 64 respectively. 

Fig.2 shows two MLNNs obtained in experiments. Table 3 shows the rules obtained from Fig.2(a) and 
Fig.2(b). In Fig.2(a), the logical function mode of the output neuron is OR and one of hidden neurons is 
AND. This means that the rule is expressed in DNF. In Fig.2(b), the logical function mode of the output 
neuron is AND and one of hidden neurons is OR. This means that the rule is expressed in CNF. Table 3 
shows the computation result of 1000 times experiments. 

 Table 2: Rules obtained in experiments (corresponding to Fig.2(a) and Fig.2(b)).  
Rule in Fig.2(a) Rule in Fig.2(b) 

(Jacket_color=red) or 
(head_shape=round and body_shape=round) or 
(headshpae * round and headshpae* octagon and 
body_shape=square) or 
(head_shape=octagon and body_shape=octagon) 

(head_shape * round   or   body_shape=round   or 
jacket_color=red) and 
(head_shape=round   or  head_shape=octagon   or 
body_shpe=square or 
jacket_color=red) and 
(headshape * octagon or body_shpe=octagon or 
j acket_color=red)  

Table 3.: The result of the 1000 experiments: the average iteration steps, the average computation time 
(CPU time) and the convergence rate to the correct rule within 2000 iteration steps. 

Average iteration steps Average computation (CPU)time (sec.) Convergence rate 
806.1940 64.006 0.415 

DISCUSSION AND CONCLUSION 
In this paper, the logical rule extraction method with maximum neural networks is proposed. The proposed 
method could find several rules expressed in DNF and CNF for the monk's problem 1. Rules were 
extracted directly from the trained MLNN 
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1 .round 

2.square   Q\ 

3.octagon 

4.round 

5. square 

ö.octagon 

7.yes/no   Q 

8.sword   O 

9.balloon Q 

lO.flag     O 

11.red 

12.yellowQ 

13.green Q 

14.blue O 

15.yes/no Q 

(a) (b) 

Fig.2: MLNNs obtained in experiments: an arrow denote the synaptic link whose 
weight value is 1 and the dashed arrow denotes the synaptic link whose weight value is—1. 

The synaptic link whose weight value is 0 is not displayed. 

without analyzing weight values in the MLNN. However, the training data of the monks problem 1 does 
not contain the noise and the rule is comparatively simple. More experiments with the data including the 
noise and the complicated rules are needed to evaluate the performance of the proposed method. The 
computation time of the proposed method depends on the data size and the complexity of the rule. When 
the problem size is large, it takes much time to calculate the motion equation. The complicated rule requires 
many hidden neurons. At the same time, many synaptic links are required. Especially, the computation time 
for the motion equation should be reduced. These are future works to be solved for the improvement. 
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ABSTRACT 
Research into emerging technological approaches to make computer simulations more effective and 
efficient is an essential ingredient to developing successful manufacturing models. This study is a premiere 
study in using neural networks in metamodeling stochastic simulation in manufacturing domain. A new 
iterative RBF neural network was developed rather than the baseline ANN models which were used in 
stochastic simulation metamodeling in domains such as combat simulations in the military, service 
industries, and transportation companies. Given the fact that typical stochastic simulation metamodeling 
approaches involves the use of regression models in response surface methods, RBF become a natural target 
for such an attempt because they use a family of surfaces each of which naturally divides an input space into 
2 regions and the n patterns will be assigned either class X+ or X-. This dichotomy of the points is said to 
be separable with respect to the family of surfaces if there exists a surface in the family that separates the 
points in the class X+ from those in the class X-. In fact, for the evaluation of the quality of a ball steel, RBF 
metamodel trained on 1521 training examples from a set of 13000 different simulation runs and was able to 
outperform direct simulation on 120 additional test examples which were not included in the training set. 

INTRODUCTION 
Computer simulations are widely used in a variety of applications including the military, service industries, 
manufacturing companies, nuclear power plants, and transportation organizations. For example in nuclear 
power plants, often computer simulations are used to train personnel on failures and normal operation, study 
operation plans, support testing of the heart of the nuclear power plant, as well as to evaluate and compare 
future design plan changes. Other techniques that are used to examine systems in general do not have the 
advantages that computer simulations bring mainly that computer simulations provide cheaper and realistic 
results than other approaches do. In some cases, computer simulation is the only means to examine a system 
like in nuclear power plants since it is too dangerous to bring a system under such failure conditions to 
study it closely or costly and infrequent like in combat situations to experiment with the system. Also 
computer simulation permit studying systems over large periods of time, learn from real world past 
experiences, and have control over experimental conditions. 

Actual manufacturing simulation models are expensive to develop and use, in terms of personnel, time and 
resources. Large memory requirements, slow response time can prevent companies from considering it as a 
useful tool. The need to develop manufacturing simulations models that can be used in training that are as 
realistic as possible is the issue, and speed is not important, while in testing speed and reproducibility 
become important, incite us to make the different internal simulation modules as efficient and accurate as 
possible. 

Computer simulations have provided companies with the description of the input settings that are needed to 
produce the optimal best output value for a given set of inputs in a specific domain of study.   Response 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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surface methodologies using regression models approximations of the computer simulation were the means 
to achieve computer simulation optimization. As Myers, Khuri, and Carter (1989) stated it in Technometrics 
[1] that: 'There is a need to develop non-parametric techniques in-response surface methodologies. The use 
of model-free techniques would avoid the assumption of model accuracy or low-level polynomial 
approximations and in, particular, the imposed symmetry, associated with a second degree polynomial". 
One possible non-parametric approach is to use artificial neural networks. 

ANNs IN MANUFACTURING AND STEEL PRODUCTION 
An Artificial Neural Network (ANN) learns to imitate the behavior of a complex function by being 
presented with examples of the inputs and outputs of the function. This operation is called training. A 
successfully trained ANN can predict the correct output of a function when presented with the input (or 
inputs for a multivariate function). ANNs have found wide applications in a variety of fields including 
mining and manufacturing. 

Because there are many steel production processes that are complex and uncertain when modeling for 
control is concerned, there are examples of ANN being utilized in the steel industry. Neural network 
controllers have been developed for electric arc furnaces [2], for a continuous casting process [3], and the 
modeling of a quality steel production with an adaptive logic network [4]. In a totally different and new 
perspective, ANN were used to determine the surface glossiness of steel sheets as an evaluation method [5], 
while Lusiak and Pietrzyk [6] used ANN as a history dependent constitutive model for hot forming of steels. 
In the next section, we will examine the role of ANN in approximating computer simulations in a 
manufacturing domain mainly the evaluation of a quality steel production. 

ARTIFICIAL NEURAL NETWORK METAMODEL APPROACH 
A metamodel is a model of a model ([7]). Typical simulation metamodeling approaches involve the use of 
regression models in response surface methods. A recent overview of published research on simulation 
metamodels can be found in [8]. A few attempts have been made to employ neural networks as the 
metamodeling technique. Using an ANN to model a stochastic simulation was done [9], [10], [11], and [12]. 
Each of these researchers was successful in using ANN as metamodels of stochastic computer simulations. 
The common feature of these models was an ANN baseline which involves using a backpropagation trained, 
multi-layer ANN to learn the relationship between the simulation inputs and outputs. The baseline ANN 
metamodel approach was developed on a (s,S) inventory computer simulation and also was applied to a 
larger application in the domain under consideration. 

RBF has been developed now for a number of years. There is a resurgence in using RBF as a viable 
architecture to implement neural network solution to many problems. RBF neural networks are deterministic 
global non-linear minimization methods. These methods detect subregions not containing the global minimum 
and exclude them from further consideration. In general, this approach is useful for problems requiring solution 
with guaranteed accuracy. These are computationally very expensive. The mathematical basis for RBF 
networks is provided by Coverfe Theorem [13] which states that a nonlinearly-separable pattern classification 
problem in high-dimension space is more likely to be linearly-separable than in low-dimensional space. This is 
the reason for choosing a high dimension for the hidden layer in the network. RBF uses a curve-fitting scheme 
to learn, i.e., learning is equivalent to finding a surface in a multi-dimensional space that represents a best fit for 
the training data ([14], [15]). 

The approach considered here is a generalized RBF neural network where the number of nodes at the hidden 
layer is M, where M is smaller than the number of training patterns N. At the output layer, the linear weights 
associated and the position of the centers of the radial basis functions and the norm weighting matrix associated 
with the hidden layer are all unknown parameters that have to be learned. A supervised learning process using a 
gradient descent ([16]) procedure is implemented to adapt the position of the centers and their spreads(or 
widths) and the weights of the output layer. To initialize such a gradient descent GD procedure or CCSW we 
begin the search from a structured initial condition that limits the region of parameter space to be searched to 
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an already known useful area through using a standard pattern-classification method as an RBF network ([17]). 
The likelihood of converging to an undesirable local minimum in weight space is already reduced. Also a 
supervised learning process using interior point method IPM developed in ([18]), [19]) is implemented to adapt 
the position of the centers and their spreads(or widths) and the weights of the output layer but which reduces 
the amount of computation compared to the one developed of GD in ([16]). A standard Gaussian classifier is 
used which assumes that each pattern in each class is drawn from a full Gaussian distribution. 

An iterative RBF metamodel approach to approximating discrete event computer simulations was 
developed in order to develop accurate metamodels of computer simulations. An RBF neural network was 
used to learn the relationship between the simulation inputs and outputs. The iterative RBF metamodel 
approach starts with small training and testing sets, in terms of replications, and build RBF metamodels to use 
in performing factor screening to eliminate those input factors that do not appear to make much a difference on 
the simulation output. After eliminating the irrelevant factors, the baseline approach could be used on the 
remaining factors with substantial savings in total computer simulation runs. The iterative RBF neural network 
was developed and was applied on an offline evaluation of the quality of a ball steel production line 
providing grinding media for the mining industry. 

RESULTS OF RBF TRAINING ALGORITHM IN MANUFACTURING DOMAIN 
The purpose of this research is to predict the proportion of rejected bars after they have been tested for voids 
larger than the maximum acceptable size. During this process, 9 significant variables were chosen as inputs 
based on a priori knowledge. The output variable is the defective percentage on a given example. A sample or 
an example of a given cast is said to be rejected if its defective percentage exceeds 40%. This last cutoff 
number might sound too high but based on all the parameters considered during the testing by different 
engineers it represents an accurate information of what a bar that is accepted and a bar that is rejected. Our data 
were limited to 70 different examples because all inputs and output were complete for these different examples. 
The 9 different inputs are proprietary data for the steel company and cannot be made public. This poses 
problems for those that try to simulate our data on different regression models since the range of these different 
inputs cannot be released. 

First order multiple linear regression models were applied to the different examples. The F test for regression 
was significant fora=0.01. The regression model of the first order linear equation is of the form: 

Percentage Defective = A+BX1+CX2+DX3+EX4+FX5+GX6+HX7+IX8+JX9 1. 

where A, B, C, D, E, F, G, H, I, J where constants that were identified during simulation, and X. X2, X3, Xt, 
X5, Xö, X7, X8, X9 represent the 9 input variables. This process is a complex one since different input variables 
have different range values and different sampling values between these different ranges had to be tested for the 
best fit among all these constants. If each input variable had just a maximum of 5 different sampling values, 
there are 1048576 (49) training sets possible for the different sets of values of the input parameters considered. 
Only few of these different were selected that range from 512 points minimum to 5s points maximum. Out of 
all of these possible training sets, 13000 were investigated but only one case is reported here. 

Figure 1 shows the result of the actual output for these different examples. Out of the 70 examples, 60 were 
used on training and the remaining examples on testing. Figure 1 also shows the result of the first order linear 
regression of equation (1) applied to the different examples. RBF were trained on the 13000 different 
simulation cases. The model was made out of 9 different input neurons , one output neuron for each range of 
percentage defective, e.g. each range spans 10 % on the Y axis of Figure 1 and as such 7 neurons are needed 
for the seven ranges from 0% to 70%. The number of hidden layers depend on the number of examplars from 
the 13000 cases for each range. There are more examplars that cover a given range than other ranges. That 
makes the neurons learn more about a given range than other ranges. There were 1521 nodes at the hidden 
layer for that particular run. The success rate was 95.7% on all the examples for RBF without CCSW. RBF 
with CCSW using GD was 96.7% on all the examples. RBF with CCSW using IPM was up to 97.6% which is 
impressive compared to other studies done with RBF on other benchmark problems ([16], [18], 19]). The error 
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was of the order of 0.005. The matrices manipulations were quite heavy at the hidden layer level since a 
(1521*1521) matrix had to be inverted. RBF is heavy computationally. RBF without CCSW was of the order 
of 60 minutes. RBF with CCSW using GD was of the order of 120 minutes. RBF with CCSW using IPM was 
of the order of 90 minutes. The time is comparable with the first order linear regression analysis. From figurel 
we could see that RBF outperformed the first linear order regression analysis on all examples. Thus, RBF did 
very well on the training patterns. Since the set of testing is only limited to ten examples, the vector of weights 
were used but with less centers since the number of patterns in each range has shrunk considerable. On the 
testing patterns the success rate was of the order of 90% without CCSW, 91.2% with CCSW using GD, and 
91.8% with CCSW using IPM. The results for testing were not shown but they follow the results on training. 

The next step was to reconsider the high number of inputs that is needed in the process. Other studies([12]) 
suggested testing whether the actual metamodel supports the reduction of the number of inputs without 
affecting the performance of the output results specially when the number of inputs is high. This idea was 
tested effectively in our metamodel. Given the fact that we know the output of RBF with the complete set of 9 
inputs, we could try eliminating in each run a given input and calculate the output of RBF and compared with 
the known output when the set of inputs is 9. If the error between both values was still smaller than a given 
threshold that particular input could be ignored. Thus 9 different runs were investigated each time eliminating 
a given input from the calculation. The results show that RBF was successful in eliminating 2 inputs out of 9 
without affecting the performance of the RBF networks and were still better than first order linear regression 
analysis with 9 inputs. When we tried to combine eliminating more than 2 inputs at a time the network 
degraded enormously and the success rate dropped to less than 50% on the training patterns. 

In addition, it was shown that networks trained on individual replication output data had better generalization 
performance than networks trained on only the averages of the simulation output. In other words it is best when 
approximating stochastic computer simulations to use "noisy" individual replications rather than the "quiet" 
average values. The iterative RBF metamodel performed well at approximating computer simulations. The 
iterative RBF metamodel approach can be used by other researchers for comparison purposes when developing 
their own RBF metamodel approach. This contribution is useful in the area of artificial neural networks 
because there are many different existing and emerging ANN procedures to perform approximation and 
estimation tasks. 

BREAKTHROUGH ASPECT OF THE WORK AND CONCLUSION 
A major area of research is in the experimental design of neural networks as metamodels of computer 
simulations. This research filled in a critical need in the designs that take into consideration both the 
development(training) and the evaluation (testing and validation) of metamodels. This research shows how a 
metamodel is to be constructed using a training set for adjusting the weights, the centers and the spreads, and 
one test set for determining when to stop training and a second test set for evaluation of the generalization 
ability of the metamodel which was never done before. This is a premiere study which uses an iterative 
approach rather than baseline ANN metamodeling ([12]) which is a major improvement in that it reduces 
simulation runs in almost 40%. This research investigated the use of extreme values observed from the 
simulation. The studies cited above ([9], [10], [11], [12]) ignored such values from the training set. Integrating 
values of the average output for a particular combination of the input parameters that are much larger than all 
other average output values was possible because of the nature of RBF neural networks. This research further 
enhances RBF neural networks as de facto neural networks when offline analysis is needed where speed is not 
the goal but accuracy is the final issue. It was shown on the 4 benchmark problems that RBF outperformed the 
best and the fastest technique in two problems out of 4 in training and testing and in testing only on another 
one. Also the number of original inputs in the evaluation of steel ball quality which was quite high, e.g. 9, was 
reduced during the study to seven which is major finding compared to other studies which suggested the 
reduction but failed to achieve it on their own data. The manufacturing domain represented a challenge to RBF 
and RBF faired better than other simulation analysis techniques and other backpropagation neural network 
techniques. Second order linear regression analysis techniques could have been used but the researchers 
believed that this would escalated the time to calculate the results and would not have improved the results of 
the first order linear regression analysis. 
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The authors of this study encourage other simulation analysts to use this study and our RBF as a model to build 
on in their actual domain and simulation. Research along these lines is essential to ensuring that this tool is 
properly integrated with other emerging technologies to provide successful future generations of manufacturing 
simulations which will save millions of dollars in quality production. 
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Fig. 1. Comparison of simulation results and ANN results with actual data. 
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ABSTRACT 
A systematic and reliable approach to classify patterns is proposed when no a priori information except a 
set of pre-classified data is provided. A classifier is selected from a number of state of the art pattern 
classification schemes which are diverse in approach as well as the assumptions employed in their design. 
The selected schemes include the K-Nearest Neighbour Classifier (KNNC), the Minimum Mahalanobis 
Distance Classifier (MMDC), and the Artificial Neural Network Classifier (ANNC). In order to ensure that 
the selected classification scheme is properly designed and correctly implemented, the given pre-classified 
data is analysed, and the relative performance of the classifiers are cross validated as well as compared with 
a benchmark performance measure. The given data set is subjected to data validation, data visualization and 
feature quality analysis with a view to detect bad data, to obtain a qualitative picture of the class 
separability, and to derive a benchmark performance measure called the Bhattacharyya distance measure. 
In the design phase, the classifiers are executed in the order of increasing accuracy and increasing 
complexity so that a classifier at one level in the hierarchy sets the performance goal (e.g. classification 
accuracy) for the task at the next level. Further, to ensure a peak performance, the classifier accuracy is 
compared with the Bhattacharyya distance measure. The proposed scheme is evaluated on both simulated 
as well as actual data obtained from the images of the biological cells. 

INTRODUCTION 
Classification of patterns is a challenging task, and finds wide applications in many fields including 
character recognition, fingerprint classification, medical diagnosis, automatic target recognition, industrial 
inspection, machine vision, visual servoing, fault diagnosis, and speech recognition. Pattern classification 
includes identification of a set of features, computation of the features and classification using the 
features. See Fig. 1. 

Input 
data 

Feature 
extraction 

Classifier Class 
Assertion 

Fig. 1. Components of Pattern Classification 

The success of the classifier depends crucially upon each of these items. Identification of features refers to 
discovering the relevant characteristics for discriminating between the classes. For example features may 
include morphological characteristics such as size (area, perimeter), shape (ellipticity, circularity, 
moments), optical characteristics such as intensity distribution within the object, and colour, and transform 
domain characteristics using discrete Fourier transforms, discrete cosine transforms, wavelet transforms, 
eigen-vector based transforms or the Karhunen-Loeve transforms. Choosing features with good 
discriminating ability is essential to the success of the classifier. Over the last 30 years, significant progress 
has been made in the theory and design of pattern classifiers. The re-emergence of artificial neural network 
techniques has contributed to several new techniques towards the design of classifiers. Prior to this, the 
dominant paradigms in use were statistical based, structural or the syntactic based classifiers and data 
based such as the k-nearest neighbour classifiers. 

In spite of all these advances, very little progress has been made towards evaluating different classifiers. 
Often, known theoretical results on error bounds and probability of errors based on normal distribution of 
class conditional densities and/or infinite samples are used in the performance evaluation and the design. A 
pure theoretical evaluation of classifiers for finite samples is very difficult. Moreover, the performance of a 
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classifier may vary from one set of data to the other, and further one classifier may outperform the others 
for one set of data while it may perform poorly for the other set of data. Therefore for a finite sample, one 
should consider a suite of classifiers rather than a single classifier both for design and implementation. 
In this paper, design, evaluation and implementation of a suite of classifiers is addressed when a training set 
of finite samples is available. In the literature a number of pattern classification schemes have been 
proposed which may be broadly classified into k- nearest neighbour classifiers, statistical pattern classifiers 
and artificial neural network classifiers. All of these have their strengths as well as their weaknesses [1-7]. 

Depending upon the application, one scheme may prove to be better than other. A classifier which gives 

the best performance is selected from a number of state of the art pattern classification schemes which are 
diverse in the design approach as well as the assumptions employed in their design. The selected classifiers 
include the KNNC, the MMDC and the ANNC. The performance of all these classifiers approach the 
Bayes error rate as the sample size becomes infinitely large. The main hurdle in evaluating the performance 
of a classifier is that an explicit analytical expression for the Bayes error rate is too difficult to find even for 
an infinite data set, and even if it is found, it may be too complicated for design purposes; hence instead of 
the Bayes error rate, its bound is employed for evaluating the performance of a classifier, and the bound is 
obtained from a measure of distance between the two probabilities density functions [6]. A number of 
measures of distance have been proposed in the literature including the Bhattacharyya distance measure, 
the Mahalanobis distance measure, and the Kullback-Liebler divergence measure [3]. 

Depending upon the data set, one measure may give a tighter bound than the other. A bound, which is the 
Bhattacharyya distance measure when the underlying pdfs are Gaussian, is used to measure the 
performance of the classifier. This bound is termed herein as the benchmark. From extensive simulation 
results, it was found that when the underlying pdfs are uni-modal and symmetrical, the benchmark gives a 
fairly tight bound on the Bayes error rate. A classifier with the best performance is selected from a list of 
classifiers as follows: 

The classifiers are grouped in the order of their increasing classification performance using the 
bounds which relate the classifier performance with that of the Bayes error rate. For example, the 
ANN is placed at the top and the KNN or MMDC is placed at the bottom. 

• The classifier at the bottom of the hierarchy is designed first using the benchmark as an achievable 
target. The next classifier in the hierarchy is designed by using the performance of the previous 
classifier as well as the benchmark as achievable targets, and so on till the classifier at the top of 
the hierarchy is designed. The hierarchical scheme will ensure that each classifier is ' optimal'. 

HIERARCHICAL APPROACH TO CLASSIFIER DESIGN 

training data set 

data validation 
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Fig. 2. The hierarchical structure: a methodology for the design of a pattern classifier. 

The classifier which is reliable and yields a superior performance is obtained by adopting a hierarchical 
approach. The pattern classification task is divided into a number of tasks and these tasks are executed in a 
well defined order. The tasks are Data Analysis Scheme (data validation, data visualization and feature 
quality analysis), Pattern Classification Schemes (the KNNC, the MMDC, and the ANNQ.The 
classification scheme should be properly designed and correctly implemented for the given application. In 
the design of the KNNC, the choice of the number of training data elements, K, closest to a test data 
element should be selected so as to achieve a high classification rate without increasing the computational 
burden. In the MMDC, the mean and covariance of the data must be accurately estimated. In designing an 
ANN, the architecture of the ANN must be tailored to the given problem. In the case of unlimited training 
data, all the above classifications schemes will approach the lowest achievable error rate sometimes 
referred to as the Bayes error rate. Using the well known measure of class separability, namely the 
Bhattacharyya distance, an upper and lower bound on the error rate are computed from the training data set. 
This distance measure is used as a bench mark to evaluate the performance. As the derived bounds may not 
be tight, it is difficult to gauge whether or not the classification scheme has attained its peak performance. 

An additional check is provided by cross-checking the relative performances of the various pattern 
classification schemes. Generally, the higher the design complexity, the more accurate is the classification 
scheme. The pattern classification schemes are executed in the order of increasing accuracy and increasing 
complexity so that during the design phase, a task at one level sets the performance goal (e.g. classification 
accuracy) for the task at the next level: the KNNC and the MMDC require less design effort than the 
ANNC and thus their performance will be used as achievable target for the performance of the ANNC. The 
KNNC is the least complex in its design as the entire data set rather than parameters estimated from the 
data set are used. Further the KNNC is better than the MMDC if the underlying pdf is asymmetrical and/or 
multi-modal and particularly when the class separation is crisp, while the MMDC is better than the KNNC 
if the underlying pdf is unimodal and symmetrical. This approach of cross-checking the performances will 
ensure that the design and the implementation of the classifiers are appropriate for the problem. Fig. 2 
illustrates the hierarchical approach to the design of the proposed scheme. 

DATA ANALYSIS 
The proposed data analysis scheme consists of the following: data validation, data visualization, feature 
quality analysis. The reliability of a pattern classification scheme will be no better than the reliability of the 
data used to estimate the parameters of the scheme (e.g. the parameters describing the separating surfaces 
of the MMDC or the weights of the ANN). The common source of errors in the training set includes mis- 
labelling of the data (the data may be classified erroneously as belonging to a class Q when in fact it 
belongs a different class Cj), malfunctioning of the data acquisition system, and errors in the numerical 
computation of the features. The goal of data validation is to flag any suspicious feature values. Spotting 
any erroneous values before proceeding to develop a classific   ...        ^   .„ n enormous amount 
/.       ~ .-.   • • ii   •      i      .i ^ ^        ith element of 2., •        v-    r-     . of time. Data validation essentially involves the computation tj »variance ij or each 

class Cj . A data point which falls more than 3 standard deviations from the class mean is flagged as an 
outlier or a bad data* a data point X; is an outlier if 

When an outlier is detected, the data is cross-checked to ensure that the data is not mis-labelled, the data 
acquisition system is not faulty or there are no errors in computing the features. Note that the outlier is not 
discarded as it might not be a bad data point. Data visualization is becoming an increasingly important tool 
for understanding, interpreting, analysing, and validating the data. In the present context, it provides a 
powerful qualitative picture of the separability of given data into various classes. A simple scheme to 
visualize the class separability is to orthogonalize the given set of features. From the mean and the 
covariance of the data, the given set of features was orthogonalized using the Singular Value 
Decomposition (SVD). The whitened features are uncorrelated. The whitened features are plotted to 
provide a visual measure of class separability and thus provide a feel for the complexity of the 
classification task. An intuitive measure of class separability is the difference in the means between any 
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two classes compared to their covariances: the larger the difference in the mean compared to their 
covariances the better the class separability. This intuitive concept of class separability is formalized by 
statisticians to derive a number of measures such as the Kullback-Liebler divergence, the Bhattacharyya 
and the Mahalanobis distances[2-6]. In this work, the Bhattacharyya distance measure is employed. The 
Bhattacharyya distance measure, denoted B(j,j), is a distance between two conditional pdfs f(x|Hi) and 
f(x|Hj) where Hj and Hj are the hypotheses, and is given by 

B(i, j) = - log p , where p = J^pfCxIH^a-p)^!^)^ 

Since p lies between 0 (when the two pdfs are non-overlapping) and Vp(l-p) (when the two pdfs are 
identical). The Bhattacharyya measures satisfy all the postulates for a distance measure or metric except 
the triangular inequality. For the Gaussian case B(i,j) reduces to 

BCJ) = ^li,-|iJ)
rZ-,(ji1-»ij)+ilog H 

M 
~log(p(l-p)) 

where X = p Si + (1-p) Xj. The Bhattacharyya distance is a sum of two terms. The first term gives the 
class separability due to the mean difference while the second term gives class separability due to the 
differences in the covariances. The first term vanishes when U; = Uj, while the second term vanishes when 
Xi = Xj. For the binary case, the Bayes error rate R* is related to the Bhattacharyya distance measure by the 
following inequality given by [6]: 

p--Vl-4p2 <R*<p--+p    forallpdfs. 

All these inequalities are tight; there exists a pdf for which the upper or the lower bound given by the 
above inequalities is attained. 

PATTERN CLASSIFICATION SCHEMES 
The Bayes classification scheme cannot be employed as the pdf is not generally known a priori, or due to 
limited data it is not possible to estimate accurately the pdf. One has to settle for non-optimal classification 
schemes which are designed based either on the assumed pdf or on the assumed form of the data clusters 
(which is related to the underlying pdf governing the data). The MMDC is based on the assumption that the 
pdf is Gaussian while the KNNC assumes that the data points form clusters containing mostly samples 
from the same class. The MMDC is indicated even when the pdf is thick-tailed and non-Gaussian as long as 
it is uni-modal and symmetrical, while the KNNC can handle both multi-modal and non-symmetrical pdf as 
long as it is thin-tailed. The ANNC is based on an entirely different approach. The ANNC will be able to 
classify any arbitrary set of patterns, with minimal a priori information about the data. However, the ANN 
architecture must be sufficiently complex, and the training set size must be sufficiently large and must be 
representative of the population to which it will be ultimately applied. All the classifiers namely the 
KNNC, the MMDC and the ANNC have their strengths as well as their weaknesses. Any one of the 
classifiers may outperform the rest depending upon the problem. Hence one has to analyse the performance 
of all the classifiers to select an appropriate one. See Table 1. 

EVALUATION OF THE PROPOSED SCHEME 
The proposed systematic and reliable approach was evaluated on the problem of classification of biological 
cells. The objective of the work was to develop a two-way classification to assert a given cell as NORMAL 
or ABNORMAL. The data set was randomly divided into two equal-size training and test sets: the 
NORMAL containing 1621 cells and the ABNORMAL containing 1117 samples. The table gives the 
performance of the various classifiers. The given pre-classified data was subject to data validation, data 
visualization and feature quality analysis. There were 10% outliers and the data visualization did not yield a 
clear picture of class separation. The outliers were cross-checked, and it was found that they occurred 
mainly as a result of mis-labelling in the training set. The mis-labelled data was corrected, and correctly 
labelled training data set  was employed in this work. The overall Bhattacharyya distance separating the 
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classes namely NORMALS and the ABNORMALS was computed to be 1.3 when the underlying pdfs are 
assumed to be Gaussian. This corresponds to an overall classification rate of 86% , and this was used as the 
benchmark. The upper bound of the classification is (86+4)%=90% and the lower bound on the 
calcification accuracy is (86-4)%= 82%. Thus the estimates of the minimum, Rmi„ = (100 - 90)% = 10% , 
the maximum Rmax = (100-82) % = 18%, and the benchmark, R, = (100-86)% = 14%. A validity check 
for Rmin and Rmax  is given by the following inequality 

R    < 
2p(l-p) 

l + p(l-p)A2(i,j) 
Rmin < 22% where A2 (i, j) = (jJ,; -^fx"^ — P-j) 

Table.l. Comparison of classifiers: binary classification 
Classifier probability of error Comment 

Bayes The Bayes error rate is the minimum achievable error rate. 
Its upper and lower bounds are functions of the 
Bhattacharyya distance measure. An additional upper bound 
is available which is a function of the Mahalanobis distance. 

p__1/l_4p2sR*<p-- + p 

R..    2p(l-p) 
l + p(1-p)A2 

KNNC RNN<2R*(1-R*) The error rate, RNN, is no more than twice the Bayes error 
rate. The data is assumed to form dense clusters containing 
mostly samples from the same class. It can handle multi- 
modal and asymmetrical pdfs as long as they are thin-tailed. 

MMDC R ^ RMMDC The error rate, RMMDC = R* if the pdfs are Gaussian with 
identical covariances. It can handle thick-tailed non- 
Gaussian pdfs as long as they are uni-modal and 
symmetrical. 

ANN R ^ RANNC 
If the training set is sufficiently rich and the ANN 
architecture is sufficiently complex, and the training 
algorithm is successful, the error rate RANNC 

= R  • 

The data analysis was found to be very crucial to the classifier design. Many errors due to mis-labelling of 
the pre-classified data and numerical errors in the computation of the feature were detected before the data 
was used in the classifier design. The KNNC is the simplest to design as it assumes no a priori information 
and no statistical parameters are computed from the data. However, the KNNC suffers from the 
computational complexity: larger the k value the more complex the algorithm. There exists a trade-off 
between the complexity and the accuracy in the choice of k. With k=3 the error rate was found to be 15.7%. 
The KNNC is designed first to serve as a performance target for the other classifiers. The MMDC classifier 
requires the estimation of the mean and the covariances. In the computation of the covariances, the 
Bhattacharyya measure was used to decide between the hypothesis that the covariances are equal against 
the hypothesis that they are different. 
Since 

1*1 
VMz.l 

■=i 

the covariances were assumed to identical and the MMDC classifier was reduced to the Linear 
Discriminant Classifier. The design error of the MMDC compared to that of the KNNC stem from the 
errors in the estimation of the mean and more so from the covariances. Hence the error rate of the KNNC is 
used to cross-check the performance of the MMDC. Then the design of the ANNC was considered. The 
error rate of the MMDC was found to be 15.7%. The ANN is limited to two-layers with the number of 
nodes in the hidden layer equal to 6. The benchmark Ro = 14% , the error rate of the KNNC, 15.7% and the 
error rate of the MMDC, 15.7% served to chose an appropriate architecture for the ANNC as well as to 
verify whether the network has been properly trained. The appropriateness of the design of the 
classification scheme and the correctness of its implementation were verified. The reliability of the design 
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and the implementation of the classifiers were verified by ensuring that the accuracy of the classifiers 
satisfy the following reliability criteria 

I. acci = acc2 < acc3 

II. 82 < aces <   90, i=l,2,3. 

where acq is the accuracy of KNNC, acc2 is the accuracy of the MMDC, acc3 is the accuracy of the 
ANNC. The first reliability criterion is derived from the theoretical justification and the assumptions used 
in the design of the classifiers while the second criterion is based on the upper and the lower bounds on the 
Bhattacharyya distance. It should be noted that the Bhattacharyya distance measure predicts a classification 
accuracy of 86± 4 %. All the results have an associated accuracy in the range which ensures the design and 
implementation of the three basic classification algorithms is appropriate and reliable. Also from the results 
it is seen that the accuracy of the KNNC is comparable to that of the MMDC whereas the ANNC 
outperforms the other two classifiers. Table 2. gives the performance of the various classifiers. 

Table 2. performance of the various classifiers 

CLASSIFIER error 
rate 

Accuracy validity 

1. The k-nearest neighbour classifier 
(KNNC) 

15.7% 84.3% RNN < 2Rmin (1-Rmin): 15.7% < 18% 

RNN^Rmax: 15.7% < 18% 
2. The minimum Mahalanobis distance 
classifier (MMDC) 

15.7 % 84.3 % Rmin<R:10%<15.7% 

R<Rmax:15.7%<18% 
5. The artificial neural network 
classifier(ANNC) 

13.08% 86.92 % Rmin<R: 10% < 13.08% 

R <Rmax: 13.08% < 18% 

CONCLUSIONS 
A hierarchical approach to the selection of an appropriate classifier which is reliable and yields a very high 
accuracy is proposed. The results of its evaluation based on actual data is highly encouraging. The 
classifiers were chosen to be the KNNC, the MMDC and the ANNC. They are designed using entirely 
different methodologies. This will serve to eliminate common mode misclassification errors. The data 
validation scheme was able to flag suspicious data before designing and implementing a classifier. The 
benchmark, an estimate of the minimum and maximum achievable error rate served to validate the design 
of the classifiers. The reliability of each of the classification schemes was verified by ensuring that the 
classifier at a lower level in the hierarchy has a higher classification accuracy and the accuracy of each of 
the classifiers is within upper and the lower bounds. 
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ABSTRACT 
In this paper, we propose a multi-module chaotic associative memory (MCAM) that uses chaotic neural 

networks. In this method, the chaotic associative memories are connected to each other. If MCAM can not 

obtain enough information of a target, MCAM shows a behavior that looks like human "perplexity", where 

MCAM succeeds in one-to-many associations. And when MCAM obtains enough information to recognize 

a target, MCAM converges to a stable state. Although the structure of MCAM is simple, MCAM realizes 
one-to-many association by using chaotic dynamics. 

INTRODUCTION 
The purpose of this research is to simulate brain-like information processing using chaotic neural networks. 

An object contains a variety of information such as shape, color, smell, etc. Humans can recognize an 
object by obtaining partial information associated with the object. Suppose you see someone waving his 

hand at you but you cannot see his face clearly. In that situation, you try to identify the person according to 
your memory based on only partial information you receive, for example, the shape, height, clothes, or 
gestures of the person. It is only when you find a definitive clue identifying the person that you will be able 
to recognize him with confidence. When he calls you, you will further try to guess who he is by his voice 
and body shape, then identify him with the voice information newly obtained. When we can obtain only 

partial information of the target, we associate many things that are related to that information. If we have 
enough information to recognize someone, we narrow down the search domain of the selection. 

We use a chaotic neuron model. Actually, many physiologists report that chaotic dynamics are observed in 

a biological neuron [8]. Therefore, we think the feature of chaotic dynamics is significant for artificial 

neural networks. Chaotic associative memory models, related to the proposed system, have been developed. 
Conventional models converge to certain patterns and wander to other patterns one after another if only a 

single chaotic associative memory is used. Generally, control of chaotic networks is an intractable problem. 

To control chaotic behavior, we combine several chaotic associative memories together. Each associative 

memory is assigned respectively to one aspect of information such as shape, voice, smell, etc. Due to the 
chaotic dynamic capability, MCAM can associate one-to-many relations, if the system cannot obtain 
enough information, and then MCAM can obtain additional information that is enough to choose the target 
among candidates. The system can converge to one state immediately. This stable state means that "the 

entire information of an object is synchronized". 

The most significant advantage of our system is that we can control the chaotic behavior intelligently. 

MCAM performs well under a noisy environment in practical use, even when the system cannot obtain 

enough information of the target. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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METHOD 
In this section, we introduce a chaos neural model, the chaotic associative memory, and the structure of 
MCAM. We explain how to manipulate MCAM. 

Chaos-Neural Networks 

K.Aihara proposed a chaotic neural model [1, 2]. The model imitated a chaotic behavior observed in a 

biological neuron, such as refractoriness. Dynamics of chaotic neural model is given by: 

Ml N t t 

Xi(t + l) = f(JjV^K^Aj(t-d) + JjW^Kd
fxj(t-d)-ay£K^xi(t-d)-Qi) l. 

j=\       rf=0 7=1        d=0 d=0 

/(«) = l/(l + exp(-n/e)) 2. 

where Xi(t +1) is the output of a chaotic neuron at time t +1, M is a the number of given data, N is the 

number of neurons, Aj(f) isy'th input value, Vij is a weight from Aj to ith neuron, Wij is a weight from rth 
neuron toy'th neuron, and 0 is a threshold . Note that OC ,Ke ,Kf ,Kr are constant numbers. Eq. 2. is a 
sigmoid function and £ defines the slope of Eq. 1. If all input values Aj are kept as one state, Eq. 1. can be 
translated into the following three formulas: 

x/(f+i)=/(n/(f+i)+Ci(f+i)) 3. 

N 

T\i(t +1) = kj\\i(t) + ]T wijxj{t) 4. 

C,i(t +1) = krtjit) - axi(t) + ai 5. 

where C, is a term of the input value and T| is a term of the mutual interactions. Note that CH is a constant 

number. Also proposed was an associative memory combining several chaotic neurons similar to the Auto- 
Associative Memories[3]. The synapse weight W\s given by: 

wy = -^£(2*;-iX2*;-i) 6. 

where Q is the number of patterns. The chaotic associative memory can memorize some patterns by using 
Eq, 6. Due to the effect of chaotic dynamics in the neurons, a chaotic associative memory wanders between 

several states. To simulate this brain-like behavior, we use this chaotic associative memory as part of a 
MCAM. 

System Structure of MCAM 

In this section, we explain how to connect several chaotic associative memories. This is the most important 
aspect of this paper. Figure 1 shows the system structure of MCAM. In our system, several chaotic 

associative memories are combined together. This structure is similar to the Multidirectional Associative 
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Memory (MAM)[4]. Each of the memories can accept information from the outside and from their 

neighboring memories at all times. 
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Fig. 1. Structure of MC AM 
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where Xmj(t) is an output of the/th neuron in the mth memory, Ij is the information from outside, N is the 
number of neurons, Mis the set of all memories, m' is a set of the memories associated with any pattern, g 

is the number of memories that are associated with any pattern, xm'(t) is a vector of the w'th memory and 
Pm 7 is a vector of the /th pattern that is memorized in the m 'th memory, S is a set of related patterns, Q is a 

set of memorized patterns, Pmsj is the/th information in the pattern Pms which is memorized in the mth 

memory, and n is the number of related patterns. Note that X and K are constant numbers. 

Eq. 7. is divided into the following four conditions: 

1. If the memory obtains no information from outside (Eq. 7a.) 

2. If the memory obtains any information from outside (Eq. 7b.) 
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3. If the memory obtains no information from outside and other memories associate something (Eq. 7c.) 
4. If the memory obtains any information from outside and other memories associate something (Eq. 7d.) 

Defining Relations between the Memories 
We have to define relations between the patterns beforehand. There are two kinds of relations: one-to-one 

and many-to-many. When a memory converges to a certain pattern, other memories obtain information 

dependent on the relation (Eq. 9.). 

One-to-One Relations 
If a pattern al in a Memory A is related to a pattern b2 in Memory B, then as Memory A converges to 
pattern al, pattern b2 is given to Memory B. 

One-to-Many Relations 
If the pattern al which is memorized in Memory A is related to patterns b2 and b3 contained in Memory 
B, the arithmetic mean between b2 and b3 is given to Memory B. 

SIMULATION AND RESULTS 
To show the effectiveness of MCAM, we experimented with a computer simulation. In this simulation, 

MCAM contains three chaotic associative memories with each containing one hundred chaotic neurons and 

a memory of three patterns. MCAM learned the relationships and used the parameters shown in Figure 2. 

1. pattern a2 relates to pattern b3 and c3, i.e., a one-to-one relation. 

2. pattern al relates to pattern bl and cl, and also, to b2 and c2, i.e., a one-to-many relation. 

We show three experimental results for these features of MCAM. 

Simulation 1: One-to-Many Associations 
First, only pattern al is given to Memory A as initial data, while Memory B and Memory C are empty as 
shown in Figure 3. 

At state (I), we observe that Memory A recalls pattern al, Memory B recalls the pattern b2 and, Memory C 
recalls pattern c2 and cl by changing the state in turn. At state (II), Memory B recalls pattern bl and 

Memory C recalls pattern cl synchronously. At state (III), Memory B recalls pattern b2 and Memory C 

recalls pattern c2 synchronously. And at state (IV), Memory B recalls pattern bl and Memory C recalls 
pattern cl similar to state (II). 

As a result of this simulation, we confirm that MCAM can succeed in one-to-many association, even when 
the system does not have enough information. 

memory A 
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Fig. 2. Relationships between the memorized patterns and parameters in MCAM 
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Simulation 2: Complementary Information 
Pattern al is given to Memory A and pattern c2 is given to Memory C as initial data, while Memory B is 
empty, as shown in Figure 4. We can observe that Memory A recalls pattern al, Memory C recalls pattern 

c2 and Memory B recalls pattern b2, and the system keeps the state stable. As a result of this simulation, if 

MCAM has enough information, MCAM can converge to a single stable state. 

Simulation 3: Inputs with Noise 
The inputs with noise are given to the memories, as shown in Figure 5, and MCAM tries to converge to a 
stable state. It depends on the quantity of noise whether or not the memories converge to the correct pattern. 

If the given data contains large noise, the memories converge to irrelevant patterns once in a while, but in 
most case, the memories converge to correct patterns. As a result of this simulation, MCAM performs well 

even if the given inputs are relatively noisy. 

CONCLUSION 
The multi-module chaotic associative memory (MCAM) can provide one-to-many associations using 

chaotic dynamics. CBAM[5],CMAM[6] and MMA[7] are related to our models. Although CBAM uses 

chaotic neurons to express a context information, MCAM does not need that information. MMA is superior 
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to our model regarding one-to-many or many-to-many association, but the structure of MCAM is easier and 
more natural than MMA. 

If MCAM cannot obtain the information necessary to converge to a stable state, MCAM shows an 

interesting behavior like "perplexity", i.e., the system wanders until new information is fed into the model. 

When new information is input, the system can immediately and constantly utilize the new information, 

while conventional systems must compute from the initial state again. In addition, MCAM performs well 

under noisy environment. The simulation results show that MCAM succeeds in the one-to-many 

association. In the future, MCAM will be able to provide many-to-many associations, if the chaotic 
associative memory can memorize a large number of patterns. 
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ABSTRACT 
This progress report presents new trends and work underway in research related to process control methods 
for the primary aluminum industry, based on process modeling combined with advanced control techniques 
using computational intelligence. Promising applications are seen for a wide range of process control 
situations from calcining kilns to electrolytic cells and casting furnaces. 

INTRODUCTION 
With the advent of computational intelligence (CI), coupled with the now well accepted model-based 
control, new trends are opening up for process control in the aluminum industry. Mathematical models run 
on computers serve as process simulators providing a convenient, low cost, user-friendly and risk-free 
alternative to the traditional trial-and-error performed on real processes. Models are nowadays present in 
laboratories as well as on plant floors, and are used as tools for research, training, process analysis, 
parameter studies, and even process supervision.   On the other hand control emulators, also run on 
computers, emulate the process's control system, providing a tool for analyzing and evaluating new control 
schemes. Depending on the process, control schemes may apply off-line or on-line, open-loop or closed- 
loop techniques, involving human intervention to various degrees, and based on conventional procedures of 
the PID type, or more recently and still in a rather primitive way, on one form or another of the new 
techniques loosely identified as Artificial Intelligence (AI) which notably includes knowledge bases, expert 
systems, neural networks, fuzzy logics or genetic algorithms.  In some cases, a combination of more than 
one categories is required to do the work. 

The primary aluminum industry is endowed with a remarkable wealth in thermo-physical processes which 
require a wide range of process control techniques. Along the protracted progression leading from bauxite 
to aluminum alloys, a variety of processes are needed, each of which assorted with tight criterias on quality 
and giving rise to high added values for the end products. We are in fact dealing with a chain of 
transformation processes, the end product of one process serving as incoming material for the next process 
down the line. The added values benefiting the end product in some cases amount to several times the cost 
of the incoming material. Suffice if to think of examples such as commercial alumina resulting from the 
processing of trihydrates, or anode blocks resulting from the processing of green petroleum coke, or 
cathode blocks from green anthracite, or metal matrix composites from aluminum. 

Good control not only ensures the productivity of the process and the quality of the product, it also yields a 
better utilization of the high-capital equipment and lengthens its life duration. This is particularly evident 
for processes operating in hostile environments in terms of corrosion and high temperature, such as the 
aluminum electrolytic cell. A good control will also have positive impact on the ecology and the workers' 
quality of life by reducing the harmful discharges into the environment. A few cases in point with easily 
measurable benefits can be found in the reduction of carbon dust discharge into the atmosphere by the 
petroleum coke calcining kilns, or reduction of the volume of the red mud rejected by the Bayer process 
that extracts alumina trihydrates from bauxite. Those are indeed convincing reasons for the industry to 
focus effort on process control methods, especially at this particular juncture in time when the ubiquitous 
computer offers innovative solutions for communication, information and networking. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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STATE OF THE ART 
Most control systems presently used in the aluminum industry apply the conventional techniques with PID 
or PD feedback either in open loop or closed loop. The resulting control algorithms are generally 
programmed into computers or microcomputers and fine-tuned on the real process. In some cases, PID 
control is combined with fuzzy logics. A current example can be found in a 1996 U.S. Patent [1] proposing 
a control scheme for the rotary coke calcining kiln. The system measures the temperatures at various 
positions along the kiln and adjusts the control variables to move the calcining zone to the desired optimal 
position. As part of the system, a fuzzy logic controller determines the flowrate of complementary air and 
the rotational speed of the kiln. In some other cases, conventional control techniques are applied in 
combination with a knowledge base, which amounts to a simple form of expert system in which the many 
elements of the heuristic and fundamental knowledge coming from scientists, process designers, engineers 
and operators, cumulated over the years, are organized, structured, and encapsulated by knowledge 
engineers into computer programs in the form of rules and decision trees to serve as off-line consultation 
for the operators [2]. Note that this involves an intimate knowledge of the process, and more often than not 
the relevant details are regarded as highly proprietary; as a result it is unlikely that such a product would 
give rise to publications in the open literature. 

Process control systems that involve some aspects of the so-called advanced techniques are often accepted 
reluctantly or even rejected by plant floor workers. This is understandable as operators, working in already 
stressful conditions, prefer a familiar environment. This human element must be dealt with as an inherent 
part of the problem.    In fact, the Aluminum Technology Roadmap Workshop of 1996 explicitly 
recommended research on process control a one of the priorities for the years to come [3]. 

The other major aspect of process control involves the modeling of processes (Figure 1).   As a safe, 
convenient and low-cost alternate to trials-and-errors performed on the real equipment, mathematical 
models operated on computers are fast becoming the rule in process industries as tools for process control 
and supervision as well as for training.   Depending on the nature of the process and the purpose of 
modeling, a variety of models can be found, from lumped-parameter, steady-state models to distributed- 
parameter, dynamic, multidimensional models, the latter are often complex enough to require several man- 
years of hard work to build, sophisticated CFD numerical codes to solve, and powerful computers to run. 
What is more, mathematical modeling often needs to be  complemented with physical modeling, in the 
form of laboratory size prototypes or small-scale models, to help tackle those aspects of modeling that still 
elude a formal understanding either in rigorous form or in empirical form. 
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Fig. 1. The three facets of process control. 
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Mathematical models require inputs in order to run and produce the desired outputs. Inputs are in the form 
of materials properties such as thermal or electrical conductivities, specific heats, densities, or in the form 
of parameters qualifying the transport mechanisms such as heat transfer coefficients, emissivities, reaction 
rates or viscosities. This leads to another crucial facet of process control, commonly referred to as 
characterization (Figure 1). Clearly, it makes sense to attempt to control a process only if it is possible to 
characterize it. This calls for the development of measurement techniques, a field of research of 
considerable importance in its own right. In quite a few cases, instruments (sensors) are developed to 
measure the variables directly; in other cases, direct measurements are not possible, and the needed 
variables can only be evaluated through calculations based on other variables that can be measured. These 
"virtual sensors" have become a challenging branch of activity of utmost interest to process engineers. 

The above three research domains namely process control, process modeling and process characterization, 
have been at the center of research activities for quite some time. The new element is that with the advent 
of new information and communication technologies, the above three domains can be put to work in a 
complementary manner, enabling researchers, designers, operators and managers to collaborate in real 
time, ignoring geographical barriers. 

A "VIRTUAL" LABORATORY IN PROCESS CONTROL 
In the field of industrial processes, use of the Internet for communication made its debut only recently [4]. 
The authors of the first such industrial communication tools pointedly stressed that with proper application, 
managers working in their offices in one country can at all times use the web browser to monitor the 
operational data from an electrolytic cell, a potroom or a smelter located in another country, and take the 
actions required, all this at the cost of a local telephone call. This amounts to a remote management 
information system, gathering and processing data for decision making purpose at managerial level. 

The capacity of the web to host, communicate and share not only data, but also more sophisticated tools 
makes it possible to go further and to use the web for process simulation, model calibration, parameter 
adjustment and experimentation, analysis and control, not at the managerial level but at the level of the 
process itself. 
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Fig. 2. The basic concept of a "virtual" laboratory for process control. 

In recent years exploratory work was conducted at the Universite du Quebec ä Chicoutimi in close 
collaboration with the aluminum industries, mainly Alcan International  Limited's Arvida Research and 
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Development Center (ARDC). The results obtained encouraged creation of a new Process Control 
Laboratory. The concept behind this facility is to network though the Internet, real and virtual components 
of process control systems. Figure 2 shows the basic arrangement. The laboratory is built on four main 
components namely the real and virtual process, the real and virtual controller. Three out of four of these 
components are located in the laboratory proper whereas the fourth, the real process, stays in the plant 
where it belongs. Networking between the plant and the laboratory is done through the Internet, with the 
relevant security measures to ensure controlled access, confidentiality, data communication safety, through 
an appropriate implementation of user identification, encryption-decryption, error detection and error 
correction procedures. 

Figure 2 shows a number of possible applications through networking of two or more of the four basic 
components of the laboratory. Through coupling of the virtual process (the process simulator) with the real 
process (in the plant), one can calibrate the former by applying data of the latter. The former can exercise 
on-line learning based on the data of the latter. The virtual process can be used as tool for carrying out a 
process analysis on the real process. In the case of complex processes, simulators are often built in modular 
form, and individual modules can be updated or improved through the coupling of real and virtual process. 

By way of coupling the virtual process (the process simulator) with the virtual controller (the control 
emulator), it is possible to carry out inexpensive and risk-free tests for new control strategies. By way of 
coupling the virtual process with the real controller, we can test new schemes implemented in the real 
controller, identify their impacts on the virtual process and optimize the control parameters of the real 
controller prior to coupling it to the real process. Through a coupling of the virtual controller with the real 
one, we can perform the transfer of parameters, the update of parameters as well as the transfer of the new 
modules that are developed experimentally on the virtual controller for the purpose of incorporation into 
the real controller. Clearly, the ultimate aim is to couple the real controller with the real process, and the 
importance of this final stage justifies the many preparatory steps. 

A PROGRESS REPORT 
In recent years we have built a knowledge base for supervision in off-line consulting mode, of the feeding 
of the aluminum electrolytic cell [2]. Models were also built to simulate dynamic behavior of various types 
of cells [5]. The models are based on mathematical representation of energy and material balances, 
complemented by relations describing the chemical reactions, the physical properties and the operational 
parameters. These models serve as tools for research, process analysis and personnel training. Control 
emulators were also built to emulate the basic control actions generated by the cell's own control system. 

Neural networks were built for the purpose of predictive and adaptive control of the cell [6, 7]. Predictive 
control aims at predicting the behavior of the cell and adjusting the feeding actions in anticipation to avoid 
or minimize the anode effects, whereas in adaptive control, the neural network recognizes the cell's 
characteristic curve and therefrom deducts the present thermal state of the cell, to which the control actions 
must be adapted. 

Beside the electrolytic cell, our work covers a wide range of primary aluminum industry processes. As 
examples, a control system for controlling a rotary calcining kiln for petroleum coke, based in part on fuzzy 
logic, was patented in 1996 [1]. A dynamic model incorporating a control emulator was built in 1998 for 
the simulation of the calcining furnace for anthracite [8]. 

Setting-up of the new Process Control Laboratory is presently underway. Its conception is guided by the 
Virtual Laboratory concept presented earlier, and once operational, its short term mandate will be to 
experiment and implement control strategies based on computational intelligence, some of which have been 
developed or investigated earlier. Beside the process models used as "virtual processes", the laboratory will 
be equipped with hardware and software tools, comprised mainly of PID tuning analysis and simulation 
software, PLC CPU's and modules, operator interface and expert system tools. As a first stage, two 
complete control systems are built and they have been chosen to be representative of a major part of 
process controls in the primary aluminum industry. The first is an electrolytic cell control system and the 
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second is control of a liquid metal furnace, which could be any of the many categories of furnaces used in 
the industry such as melters, holders, mixers, casting furnaces or recycling furnaces. The cell control 
system focuses on cell feeding and on the many facets of cell operation such as anode adjustment, anode 
change, metal tapping or the suppression af anode effects. The furnace control system aims at burner 
control, stack control, combustion chamber temperatures (gas, refractories) and metal temperature control. 
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Fig. 3. The general configuration and networking of the process control laboratory. 

Each of the two control systems is implemented according to the general configuration of Figure 3. In the 
laboratory, the virtual process, the virtual controller and the real controller together with the CI tools are 
connected together and to the "outside world" through an interface similar to the ones used in industry. The 
gateway to the plants is equipped with appropriate security measures to ensure controlled access and 
confidential data exchange. The laboratory components including the virtual process (the simulator) can be 
made available on the web in interactive mode (the webpage browser can interact with the simulator), or in 
shared mode, in which the visitor can use the simulator to carry out experiments and work together in real 
time with others at the laboratory. 

CONCLUSION 
Control of processes differs from control of the more homogeneous mechanical or electrical systems 
fundamentally by the fact that in the former, there is usually a higher number and variety of physical 
mechanisms involved, and not all of them can be formally understood or represented analytically in closed 
form. This is why direct human intervention through knowledge, experience, reasoning or induction plays a 
prominent role in process control. We are witnessing an ever-increasing capacity of computers to not only 
simulate complex physical processes but also duplicate human brain workings. On the other hand, new 
computer technologies are available to facilitate high-speed information and communication. This clearly 
provides unprecedented opportunities for a big leap forward in industrial process control with positive 
consequences on product quality and productivity. 
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ABSTRACT 
This paper addresses the development of a back-propagation neural network model for flow stress 
prediction based on plane strain compression test data. Basic concepts of the neural network modelling are 
given, followed by discussions on training data requirements and other critical issues in neural network 
modelling. Original training data have been obtained via many PSC tests for a low carbon steel (C430). 
Data pre-processing is very important in neural network modelling, especially when the data are from 
industrial processes where various disturbances are very likely. A two-stage data pre-processing procedure 
was proposed to deal with the PSC data: data rationalising and data filtering. The quality of the training data 
is significantly improved after the data pre-processing. The developed BP neural network model had been 
implemented on a Pentium-based personal computer. Simulation results show that the average output 
prediction error by BP network is less than 4% of the prediction range. The training error gradually 
decreases with increasing hidden neurons. However, increasing hidden neurons do impose a danger of over- 
training, with the validation error increasing instead of decreasing. Compromising between the training 
error and validation error, we suggest that a BP neural network with a single hidden layer and 10-20 hidden 
neurons should be sufficient for flow stress modelling. 

INTRODUCTION 
The accuracy of numerical simulation and many other design calculations (such as the rolling force, etc.) 
depends on the description of mechanical properties of the deformed materials. The strain hardening 
functions relating the yield stress to the temperature, strain and strain rate are commonly used in finite 
element models [1]. How to obtain an accurate strain-stress relationship becomes critical to the correct 
calculation of the finite element model. When the temperature and strain rate can be varied, strain- 
hardening function is not easy to obtain, whether from a physical-based or from a recursive model due to 
the high nonlinearlity and complicated interaction among the stress, strain, temperature and strain rate. 
Many empirical functions have been proposed to calculate the stress, usually considering the effects of 
strain, temperature and strain rate [2, 3]. Recently, artificial neural networks have become a popular tool for 
flow stress modelling [4, 5], including the internal variable model considering the dislocation density as an 
extra input [6]. But the accurate modelling of the strain harden function for varying temperature and strain 
rate has not yet been fully achieved. 

In this paper, we will focus on the modelling of the flow stress (determined by the strain hardening) using a 
back-propagation (BP) neural network. The training data are obtained through a series of laboratory plain 
stress compression (PSC) tests conducted on low carbon steel C430. A brief description of the PSC tests 
and the actual data collection is given, followed by data pre-processing treatment which improves the 
quality of the original data before they are actually fed to training the neural network. The neural network 
modelling procedures are then developed and tested, and typical results are given. Finally, concluding 
remarks, along with a brief discussion on further research work are outlined. 

PSC TEST AND TRAINING DATA GATHERING 
In order to investigate the flow stress behaviour under hot plane strain compression, a series of compression 
tests with different temperature, strain, and strain rate ranges, have been conducted on a hot PSC apparatus 
as shown in Fig. 1(a). Specimen (taken from low carbon steel C430) are prepared, with the geometrical 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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shape sketched in Fig. 1(b). Typical data for the specimen are bn = 50 mm, and h = 10 mm, with the bh b2, 
b3 and h affected by the total strain and the strain rate for the PSC test. The steel specimen is first heated in 
the heating furnace until it reaches the specified temperature, then it is put into the testing apparatus that 
conducts the pressing with the prescribed nominal strain rate. During the compression, specimen 
temperature (obtained via the embedded thermocouples), the displacement, and compression force are 
recorded. Strain, stress, and strain rate are later calculated from these recording data, with some necessary 
corrections for the geometry change of the specimen in three dimensions (width changing) [7]. 
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(b) Sketch of the steel specimen 

Fig. 1. Hot plain strain compression apparatus 

39 SPC tests have been conducted for investigating the stress-strain relationship during the compression. 
The nominal PSC test condition range: nominal strain rate varies at 1, 10, and 50 s"1, nominal specimen 
temperature varies at 900, 1000, and 1100C, and maximum strain of about 2. Original recorded variables 
during the test are the displacement, the press load, and the specimen temperature. Other parameters, such 
as the initial width and thickness of the specimen, the final spread parameters (bh b2, b3) are measured 
either before or after the test. The strain, strain rate (which fluctuates around its nominal value), and stress 
are calculated from the above measurements, with compensations for the specimen dimension change and 
non-pure plain strain [7]. For the modelling work described here, strain, strain rate and specimen 
temperature, are chosen as inputs, with the flow stress as output. 

DATA PRE-PROCESSING FOR THE PSC DATA 
Data pre-processing is very important in any kind of black box modelling, especially when the original data 
are from real industrial processes where various disturbances are likely to intrude. After preliminary 
analysis of the PSC data, it revealed that the temperature measurements for some PSC tests are quite noisy 
and need proper treatment before they can be useful for modelling. The noise within the temperature 
measurement may be caused by electrical/magnetic disturbances around the PSC test apparatus. The strain 
rate also seems a little erratic, which might be caused by the derivative calculation of the strain within the 
calculation package. Moreover, the strain-stress data recorded at the beginning and end zones of the 
compression test are much more problematic than those in the middle of the test, due to the inaccurate zero 
calibration and the dramatic changes of strain rate and stress around the beginning and end zones. 

After visualisation of the PSC test data (using Microsoft Excel), we designed a two-stage data pre- 
processing procedure. The first stage is referred to as data rationalising, in which data points at the 
beginning and finishing zones are cut out, and data points which are reckoned as irrational are deleted. The 
criteria of determining whether a data point is rational or not are mainly from the understanding of the PSC 
test process. For the specimen temperature, for example, judgement can be made by checking whether the 
temperature is in the feasible range and whether the temperature change between any two adjacent 
measurements is more than a possible value (threshold). The threshold values to determine whether a 
temperature is too low or too high, and whether a temperature change between two adjacent measurements 
are beyond reality come partly from experience of the PSC test, and partly from common sense. Since there 
is a second stage data pre-processing to follow, the threshold values are not so critical if they drift from 
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their idealised values. In our case, the temperature range is set to 700C (minimum) and 1250C (maximum), 
and the temperature changing threshold is set to 80C. 

The second stage of data pre-processing is referred to as data filtering which tries to smooth out the noise 
still contained in the PSC test data after the first stage of the data pre-processing. Two kinds of filtering 
algorithms i.e., mean average filtering given by equation (1) and median average filtering given by equation 
(2), have been used here. We found that the median average filtering is better and more robust for the PSC 
test data encountered here. 

k+h 1 k+h 

yf(k) = median(y(k - h), y(k - h + 1),..., y(k + h)) 2. 

where A is a non-negative integer which represents the half-zone (the half length of the data series to be 
averaged) of the mean or median filter, y(k) is the original value of the variable at sample k, and yf(k) is the 
filtered value of the variable at sample k. The significant of the filter is controlled by the half-zone 
parameter h. General speaking, for a mean average filter, a large h will increase the smoothness of the 
filtered data, at a cost of low sensitivity. However, this does not hold for the median average filtering. If// = 
0, no filtering is carried out. 

Fig. 2 shows two examples of the data pre-processing for the specimen temperature. The first data contains 
significant noise in its temperature measurement, as shown in Fig 2 (a-b) , while the second contains less 
noise (as shown in Fig 2 (c-d). The half-zone parameter is set to h = 4. 
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(c) Original measurements (Dat430sq) (d) After data pre-processing 

Fig. 2. Data pre-processing for specimen temperature measurements 
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From the above examples we find that both the mean and median filtering are very efficient at removing the 
high frequency noise, and drive the filtered signal towards its true process values. However, the median 
filtering is much more robust than the mean filtering, since the outlier will have little contribution in the 
median filtering while in the mean filtering the outlier is weighted on the final filtered signal. If the original 
signals contain little noise, then the filtered signals (from either mean average filter or median average 
filter) will be very close to the original signals, as can be seen from Fig. 2 (d). 

BP NETWORK MODELLING 
In this paper, we use the BP neural network to model the flow stress behaviour during the PSC test. The BP 
network is the most commonly used neural network related to modelling, consisting of an input layer, 
several (typical 1 or 2) hidden layers, and an output layer [8]. Fig. 3(a) shows the structure of a three-layer 
BP network. The power of the BP network has been demonstrated by a number of workers, and research has 
indicated that a BP neural network has the potential to approximate any continuous non-linear function with 
arbitrary accuracy provided that there are enough hidden neurons [9]. 

z„= 1 

Input Layer Hidden Layer Output Layer 

(a) A three layer BP neural network 

Initialisation: 
Select BP Structure, & Training Algorithms 

Weighting Matrices Initialisation 

Select Training Parameters 

X 
Forword-Backward Processing: 

Interactive BP Training 

Forward Processing: 
BP Network Simulation 

(b) Flowchart for the BP modelling procedure 

Fig. 3. A three layer BP network 

In BP neural network modelling, three stages are commonly involved, i.e., the initialisation, the forward 
processing, and the backward processing. The initialisation stage sets up the neural network architecture 
(layers and number of hidden neurons in each hidden layer), determines the activation function for the 
hidden layer(s), selects the training algorithms and parameters, and initialises the weighting matrices and 
bias with 'small' random values. The forward processing is to calculate the network outputs when presented 
with the input using the current network parameters. The backward processing is responsible for the 
training of the network (by adjusting its weight matrices) based on the error index (a measure representing 
the distance between the network output y and the desired target output yd). One common algorithm for 
backward processing is the back-propagation of the error through the network to determine the updated 
weighting matrices and bias. In this paper, the Levenberg-Marquardt optimisation algorithm was used for 
the training the neural network [10]. The flowchart for the BP modelling procedure is shown in Fig. 3(b). 
The BP network modelling procedure is implemented under the Matlab environment. All the available 
strain-stress data are first combined into an overall data set, except 5 PSC tests which are deliberately kept 
out to form a testing data set. The overall data set is then divided into a training data set and a validation 
data set, with the amount of the data to be included in the training set controlled by a training ratio 
parameter RatioT (1-100%). The pattern of selecting the data from the overall data set to form the training 
and validation sets is controlled by a partition parameter Mixed, with options available for separate, 
sequential, or random partition. 
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Numerical simulations with various training algorithms and training parameters have been carried out on a 
Pentium 150 PC computer. Extensive simulations have been carried out to study the BP modelling 
capabilities, including the influence of hidden neurons, the effect of data partition and data filtering, etc. 

Some typical simulation results are shown in Fig. (4-5). For the simulation presented here, the activation 
function for the hidden layer is sigmoid function logsig, while a pure linear function is used for the output 
layer. Input variables have been filtered by median filtering before being fed to the neural network, with the 
half-zone parameter h = 4. Data partitions use Ratio = 50 and Mixed for sequential partition 
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Fig. 4. BP network with 10 hidden neurons. 
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Fig. 5. BP network with 30 hidden neurons. 
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DISCUSSION AND CONCLUSIONS 
From the above results, we see that most of the output (flow stress) predicted by the BP network are within 
10% of the error band (indicated by the straight lines in Fig. 4 and 5). The errors in Fig. 4 and 5 are 
normalised mean absolute error and the performance for training validation data are very close in all results, 
implying that the information contained in the test data is sufficient to predict the validation data. This 
confirms that sequential partition of the PSC test data into training and validation data sets withRatioT = 50 
is satisfactory. The training error gradually decreases when hidden neurons are increased, although 
reduction is not dramatic over the range of 5 to 30. However, increased hidden neurons do impose a danger 
of over-fitting, with the validation error increasing instead of decreasing. For example, with 30 and 10 
hidden neurons, although the training error dropped to 0.0140 from 0.0257, the validation error increased to 
0.0432 from 0.0362 respectively. If we look at the testing data, the BP network with 30 hidden neurons (Fig 
5 (b)) has more prediction points falling outside the 10% boundary than does its 10 hidden neurons 
counterpart (Fig 4(b)). This is a clear indication of over-training. Compromising between training error and 
validation error, the simulations suggest that 10 to 20 hidden neurons are sufficient for PSC flow stress 
modelling. 

For testing data never seen by the BP neural network, the network gives a reasonably accurate prediction. 
However, the data points at the far right of Fig 4(b) are problematic even with the best trained BP network. 
When we checked these data, we found that most are from the same PSC test (Dat430cf) where temperature 
variation during the test was much higher than other tests. It can be argued that in Dat430cf, there may be 
incorrect measurements and hence, it should be dropped from the testing data set. If treated this way, the 
testing error is compatible with the training error and all the testing data fall into the 10% error band. 

This initial work shows that BP neural networks can model complex flow stress behaviour provided 
sufficient training data are available. Next, we intend to develop a more general network able to model the 
stress-strain relationships of a wide variety of steels (not just a single steel). It is critical to find 
representative training data with rich-enough information for the class of steels in question. Since the data 
set will be large, data reduction and feature extraction will be required. After establishing a generalised BP 
neural network, it can replace the empirical flow stress model within the finite element model framework 
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ABSTRACT 
An investigation on the heredity and control of the microstructures of liquid metals during rapid cooling 
processes has been performed under different conditions by molecular dynamics simulations. From the 
simulations some important results have been obtained. First of all, in the system of liquid metal, which 
atom becomes the central atom of a small cluster is accidental and random. However, as long as a small 
cluster has been formed with a given atom as the center and some surrounding atoms, the cluster could be 
repeated with the same central atom and the same surrounding atoms again and again during the runs. The 
clusters would possess relative stability during the isothermal processes and heredity (continuity) during the 
rapid cooling processes. The stability and heredity of icosahedral clusters can be expressed quantitatively 
by their lifetime or repeatable times. In general, the lifetimes of these clusters increase with decreasing 
temperature, especially, below the glass transition temperature Tg The number of clusters having a longer 
lifetime also increases with decreasing temperature. These will give us a new way to understand and 
control the heredity and transition mechanisms of microstructures of liquid and solid metals. 

INTRODUCTION 
Recently, many workers devoted themselves to the research of improving the macroscopic properties of 
metals and alloys. However, the macroscopic properties are mainly determined by their microstructures, 
and the microstructures are mainly determined by cooling processes from liquid metals and alloys. In order 
to improve their macroscopic properties, it is necessary for us to understand the relationships between the 
microstructures of liquid state and that of solid state for metals and alloys, especially the transition features 
of the microstructural configurations during their cooling processes. As we known, it is difficult to 
complete a tracking study for the transition processes of microstructures of liquid metals. With rapid 
development of computer technique, we can make such a simulation study for the transition processes of 
microstructures by means of molecular dynamics method. In recent years, some important results have 
been obtained in the authors' previous works [1"S]. Especially, the heredity of microstructures of liquid 
metals is very interest for materials scientists since it may be play an important role during the transition 
processes of microstructures of liquid metals. Therefore, a deep research is worth making for understanding 
the physical origins of heredity and controlling its concrete process. 

Based on the authors'previous works [,'5], the main purpose of this paper is to study in detail the heredity of 
the microstructures of liquid metal Al by tracking its rapid cooling processes under different initial states 
using molecular dynamics method. From the simulation results, a clear picture was obtained to show that 
how the atoms in liquid metals gather to form some clusters and how the clusters further evolve to form 
some new type of clusters during their cooling processes. And the ways, for how to control the transition 
direction, especial the hereditary direction of some clusters, were discussed in detail from different 
purposes. 

SIMULATION CONDITIONS AND METHODS 
In this paper, as shown in Ref. [1-5], a molecular dynamics simulation study on the microstructure 
transitions of liquid metal Al during the rapid cooling processes has been performed under different initial 
states. All the simulations are made with the same system consisting of 500 Al atoms placed in a cubic box 
and run with periodic boundary conditions. The interacting interatomic potential adopted here is the 

0-7803-5489-3/99/$10.00 ©1999 IEEE. 
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effective pair potential function of the generalized energy independent nonlocal model-pseudopotential 
theory developed by S. Wang et al.[6" , and the function is 

V(r)=(Zefl/ r)[l-2/7t)J dqF(q)sin(rq)/q] l 1. 

where Zeffand F(q) are , respectively, the effective ionic valence and the normalized energy wave number 
characteristic, which have been previously defined in detail. [6,7]. The pair potential is cut off at 20.0 a.u. 
(atomic unit) as shown in Fig.l. The time step is 10"15 s. 

The simulations are started at T=943K (which is 10K higher than the melting temperature Tm of metal Al). 
First, the system is run at this temperature, respectively, for 2500, 5000, 7500, 10000 and 15000 time steps 
to obtain five different initial states. For each initial state, let the temperature of the system decrease with 
the cooling rate of 33.5 x 1012 K/s from 943K to 50K. The atomic configurations are recorded at some 
particular temperatures during the cooling processes. Another run of 4000 time steps at each corresponding 
temperature is performed to obtain 20 different configurations for five corresponding initial system. Then 
detect the bond-type indexes between the related atoms using the Honeycutt-Andersen(HA) bond-type 
index method [8]. Finally, analyze and compare the changes of the relative number of bond-types 
in the system to obtained some new results. 
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SIMULATION RESULTS 
At first, in order to detect the confidence level of the simulation results, we compare the pair distribution 
function g(r) of the system obtained from the simulations with the experimental results given by Waseda'91 

and find that they are consistent very well each other, as shown in Fig.2. 

Secondly, from Fig.3, it can be seen that of all the Honycutt-Andersen (HA) bond-types, the 1551 bond- 
type, related to icosahedral cluster, plays a critical role during the microstructure transition processes of 
liquid metal Al with decreasing temperature. For convenience of discussion, we choose the 1551 bond- 
type as the representation of all the bond-types so as to explain the main characteristics of simulation 
results. 

From the recorded data of configurations deduced from initial states of 2500, 5000, 7500, 10000 and 15000 
time steps, it can be clearly seen that at each given temperature, some icosahedral clusters can appear 
repeatedly with the same central atom and the same surrounding atoms as shown in Table 1. For simplicity, 
we use the repeatable times to express the lifetime of the clusters quantitatively during the isothermal and 
cooling processes. Go further, we also use the repeatable times to express the stability and heredity of 
icosahedral clusters quantitatively. With the decrease of temperature, the repeatable times of the 
icosahedral clusters are increased remarkably. For short, we only give the number of the central atoms that 
repeated more than 3 times and only the two results corresponding to the initial states of 2500 and 15000 
time steps, as shown in Table 2 and Table 3. 

Table 1. 
The numbered central and surrounding atoms of icosahedral clusters repeated more than 10 times at 400K 

No.of central atom No.of surrounding atoms 

57    84 109   160   220  289   302   354   408   410   417  491 
10   116   132   160   192   320   326   347   419   455   464  497 

85 146   155   158   188   276   312   346   359   393   404 
71 100   135   167   179   208   259   267   291   361   416 
44 108   114   172   284   313   328   342   371   375   493 
78 87   120   138   189   194  204  215   296   363   365 

67 70   84   102   111   295   376  397  410  417  498 

DISCUSSION 
From the simulations mentioned above, some important results can be seen as follows: 

1. When the system under consideration is in liquid state or in solid state, during its isothermal runs, it 
canbe clearly seen that which atom could become the central atom of a cluster and which cluster could be 
repeated, are entirely accidental and random. However, once an atom has become the central atom of a 
cluster, the cluster would appear with the same central atom and the same surrounding atoms again and 
again. The cluster, in fact, would possess relative stability and keep its initial configuration in all the 
isothermal runs at different temperatures and cannot be broken arbitrarily. Thus we can choose the 
central atom numbered as the label of a cluster in the system, for example, some repeatable icosahedral 
clusters such as 3, 149, 153, 212, 394,431and 436, are shown in Table 1. Those clusters are the results of 
initial state of 2500 time steps and they can appear repeatedly up to 20 times as shown in Table 2. 

As we know, during all the runs, it can be seen that once a cluster has formed, that would either keep its 
central atom and the same surrounding atoms for all the runs, or be broken. However, in any case, it 
cannot be seen that the cluster is formed again with the same central atom and different surrounding 
atoms. We think this is a significant property of the microstructures of metals. This stability gives us an 
important basis to understand the physical origins and the concrete mechanism of the microstructure 
transitions of liquid metals during rapid cooling processes. 

3 57 
149 10 
153 17 
212 34 
394 33 
431 18 
436 7 
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Table 2. Relationship of the various numbers of icosahedral clusters with temperature during 
rapid cooling process of liquid metal Al (with initial equilibrium time of 2500 steps) 

Temperature 
(K) 

No. of 
icosahedral 
structures 

No. of 
repeatable 
icosahedral 
structurse 

No. of 
unrepeatable 
icosahedral 
structures 

Repeatable times with central atoms 
numbered in brackets 

943 20 6 14 
900 28 3 25 
850 35 6 29 3(243); 
800 46 18 28 3(57,205,376,400,449,498); 
750 49 19 30 4(145,348);3(20,172,189,262,396); 
700 61 25 36 9(262); 8(278,447); 6(198); 5(8,294); 4(266); 

3(19,34,46,129,199,245,387,461); 
650 51 25 26 7(237); 6(152,354,416); 5(34,55,220); 

4(328,401,418); 3(265,317,324,327,404,410,499); 
600 73 30 43 9(184); 7(151,448); 6(83,171,285,416); 5(68,154, 

395); 4(41,199,238); 3(13,73,91,211,270,337); 
550 68 38 38 14(420); 11(162,384); 10(360); 8(55,270,439); 7(487); 

6(494); 5(65,73,81,370,480); 4(58,75,259,371); 
3(189,215,261,331,378,419); 

500 70 48 22 9(24,44,73); 8(250); 7(42, 79); 6(1,356,382); 5(96,122, 
129,244,249,262); 4(32,127,158,196,301,343,360); 
3(34,48,52,121,270,312,332,349,358,371,428,433); 

450 84 53 31 12(234,314,399,477); 11(73,413); 10(357); 
9(28,206,356); 8(1,63,162,461); 7(131,328); 6(482); 
5( 129,209); 4( 11,29,164,166,244,266,269,276,481); 
3(7,8,32,86,127,130,153,158,315,420,424); 

400 84 53 31 17(461); 16(314); 14(131); 12(86,455,497); 11(422); 
10(159,481); 9(203,267); 8(123); 7(261,322);      6(49, 
60, 318,376); 5(190,409); 4(55,160,171,264,361,466); 
3(74,234,259,270,321,393); 

350 76 47 29 18(73,409); 17(261); 16(376,422,466); 15(171,284); 
14(81); 13(75,267); 10(369); 9(7,33,456); 7(383,392); 
6(82); 5(437); 4(94,225,226,321,396,398,412); 
3(96,98,219,228,271,314,362,400,463,473); 

300 61 45 16 18(284); 16(210,76); 15(463); 14(431,477); 13(219); 
11(75,271); 10(73,394,400); 9(78); 8(314,437,456); 
7(261,422,494); 6(43,240,408,486); 5(72,315,339, 
398,409); 4(329,351,466); 3(30,203,225,293,300); 

250 60 44 16 20(284,394); 19(431); 15(422); 13(78,314); 12(219, 
486); 11(43,300); 10(153,240,437,477); 
9(261,376,400); 8(30,149); 7(132,179,271,362,484); 
6(25,73,210,339,351); 5(361,463); 4(3,225,494); 
3(41,112,171,408); 

200 45 38 7 20(339,394,431,437); 19(149,300,351,436,484); 
18(477); 14(84,486); 13(153,219); 12(3,284); 
11(73,462); 10(210, 433); 9(271); 7(212); 6(78,314); 
5(240,342); 4(75,132, 261); 3(43,361,408,435,493); 

150 43 40 3 20(149,153,212,361,394,436,437,486); 19(431); 
18(351, 462,477); 16(339); 15(300); 13(325); 12(449); 
11(84); 10(3,73,210); 7(219,250,342,362); 
6(311,314,408); 5(132,148,261,370); 4(41,43„435); 
3(78,240,293,433) 

100 38 31 7 20(3,149,153,394,431,436,437,462); 19(477,486); 
18(212,325,351); 15(339); 13(300); 11(84,132); 
10(408); 9(210,342); 8(261,362,449); 5(219,311); 
4(240,361); 3(271,314,433); 

50 33 31 2 20(3,149,153,212,394,431,436,437,462,477,486); 
19(325,351); 17(408); 16(449); 15(339); 
14(84,210,300); 10(342,362); 9(261); 6(219,311, 
314,361); 5(240); 3(132,433); 
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Table 3. Relation of the various numbers of icosahedral clusters with temperature during rapid cooling 
process of liquid metal Al (with initial equilibrium time of 15000 steps) 

Temperature 
(K) 

No. of 
icosahedral 
structures 

No. of 
repeatable 
icosahedral 
structurse 

No. of 
unrepeatable 
icosahedral 
structures 

Repeatable times with central atoms 
numbered in brackets 

943 34 5 29 3(418); 
900 39 6 33 4(66); 
850 48 7 41 5(277); 3(148); 
800 38 12 26 5(418); 4(310); 3(420); 
750 49 16 33 4(300,451); 3(121,168,220,252,475,491); 
700 67 34 43 7(392); 5(61,285); 4(88,145,322); 

3(181,182,239,298,333,364,415); 
650 60 31 29 7(454); 6(44); 5(97,211,301,409); 4(200,227,255, 

379,460,483); 3(40,221,275,386); 
600 62 31 31 9(108); 8(28,360); 6(14,172,363,398); 5(116,178); 

4(23,234,342,466); 3(45,289,336,440); 
550 85 38 43 12(437); 11(118,301); 10(69); 9(287); 8(196,442); 

6(8,25,223,476); 5(90,248,386,400,408); 4(78,84,208, 
273,296,349,379); 3(109,151,163,213,238); 

500 67 39 28 11(435); 10(118); 8(25,109,271); 7(145,185); 
6(43,355,448,496); 5(235,424); 4(24,318,375,411, 
461,463); 3(7,75,186,304,313,406,471,479); 

450 55 38 17 19(108); 18(316); 13(192,463); 10(26,355,399); 
9(186); 8(231); 7(67,145,264,335,437); 6(74,341,487, 
490); 5(43,235,272,440); 4(257,338,476); 
3(16,27,144, 194,237,282,360,499); 

400 50 36 14 18(355); 16(399); 14(304); 13(339); 12(342); 11(31); 
10(144,316); 9(13,237); 6(108,239,264,437); 
5(21,118,257,467); 4(192,282,360); 3(135,150, 
178,228,328); 

350 57 38 19 19(355); 18(21); 17(261,381); 16(43); 15(237,342); 
14(144,228,335); 13(331); 11(36,316,437); 
10(95,377); 8(99); 7(26); 6(69,186); 5(17); 
4(271,298,400); 3(13,195,200,284,291,374,399); 

300 54 42 12 20(21); 19(43,355,400); 17(13,496); 16(17,284); 
14(36,335); 12(26,261); 11(65,95,144,331); 10(342); 
9(237,437); 8(254,316,458); 7(314); 6(151); 
5(129,204,377,447); 4(271,282,445); 3(186,192,228); 

250 46 32 14 20(17,21,284,355); 19(314,316,447); 18(26); 
17(36,101); 13(320,400); 10(204); 9(43,271); 
8(399,493); 7(13,95);   6(347); 4(151,254); 
3(108,336,367,437); 

200 44 29 15 20(17,21,26,36,284,314,316,355); 19(447); 17(320); 
15(342); 13(74); 12(43,101,400,493); 11(271); 10(95, 
399); 9(291); 6(108,239); 5(347); 4(91); 3(144,370); 

150 32 27 5 20(17,21,26,36,271,284,291,314,316,355,399,447); 
18(320); 12(95); 11342); 10(73); 9(400); 
7(108,239,493); 6(101); 5(467); 4(386); 3(43,498); 

100 27 23 4 20( 17,21,26,36,284,291,314,316,320,355,399,447); 
17(271,342); 16(95); 13(400); 10(239); 9(101); 
7(73); 6(43); 5(493); 4(108); 3(386); 

50 25 22 3 2017,21,26,36,271,284,291,314,316,320,355,399,447); 
17(95); 16(73,239); 15(342); 13(400); 11(386); 
8(43); 7(493); 

2. During rapid cooling, with a decrease in temperature, we can see that: the total number of the icosahedral 
clusters in all the systems deduced from different initial states are increased rapidly. For instance, the 
numbers of clusters deduced from an initial state of 2500 time-steps, as shown in Table 2 and Fig.4, are 
increased at first from 20 to 84 in the range of 943K - 450K, then through a maximum of 84 smoothly in 
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the interval of 450 - 3 5 OK corresponding to the glass transition temperature Tg , thereafter, decreased 
rapidly from 84 to 33 in the range of 400- 50K. For the numbers of clusters deduced from initial state of 
15000 and other time steps, there are the similar ways as shown in Table 3 and Fig.4. But the size and 
positions of their maximum for each system are different, namely, the corresponding glass transition 
temperature Tg are different and it can be moved with different initial states. 

The total numbers of repeatable icosahedral clusters in all the systems deduced from different initial 
states are also almost rapidly increased at first, then through the maximum 53 and 42 of themselves, 
respectively, for the initial states of 2500 and 15000 time steps, and decreased rapidly as shown in Table 
2, 3 and Fig.4 . 

The repeated times of the repeatable icosahedral clusters in all the systems as above-mentioned are also 
increased, although the highest repeated times of the clusters not increasing gradually, sometimes they 
are up or down abruptly. As the temperature downs to below Tg, especially to 250-300K, the highest 
repeated times will be and keep the saturation value of 20 times and can not be changed again. However, 
the number of the icosahedral clusters repeated 20 times will be greatly increased from 1 to Hand 13, 
respectively, for initial states of 2500 and 15000 time steps. 

It is interesting that the total numbers of the non-repeatable icosahedral clusters in all the systems as 
above-mentioned are also increased as shown in Table 2 and 3. As temperature downs, repectively, to 
600K and 550K, the maximum of each system is the same value 43. In this case, it can be seen that 
almost 50-60% of the total number of icosahedral clusters are the non-repeatable. And then it is 
decreased rapidly to 2 ~ 3 at 50K, that is to say, only 5 -10% of the total number of icosahedral clusters 
can not be repeated, and the 90 -95% of them can appear repeatedly, namely, most of them are very 
stable. These results are just the expected from thermodynamics theory. 

3. It can be clear seen that the another important result is the heredity of the icosahedral clusters during the 
rapid cooling processes. In general, it is difficult that a cluster can be repeated in isothermal runs at 
some given temperature and thereafter can be repeated again in the next isothermal runs at another 
temperature. However, a few clusters can keep their repeated, namely, they possess continuity or 
heredity, in the next several isothermal runs. For example, the clusters labeled 477, 314 and 271 
appeared and repeated more than 6-10 times in the range of 500K-50K, for almost 8-10 temperature 
intervals, as shown in Table 2. Similarly, the clusters labeled 271, 284, 355 and 447 also appeared and 
repeated more than 7-10 times in the range of 500K -50K, for almost 8-10 temperature intervals, as 
shown in Table 3. Therefore, we can consider that these clusters (477, 447, 355, 314, 284 and 271) 
possess higher stability and heredity (continuity) during the cooling processes. 

Especially, it is worth notice that the clusters labeled 271, 284 and 314 can appear and to be repeated in 
the two systems deduced from initial states of 2500 and 15000 time steps. Some clusters, such as the 
cluster 437, can appear in the range of 350K - 50K in Table 2, but it only appears in the range of 550K 
~ 25 OK, and can not appear in the lower temperature of 200K - 5 OK in Table 3. In addition, the cluster 
449, it can appear in the range of 850K - 800K, disappear in the range of 750K - 200K, and then 
appears in the range of 150 - 50K in the system as shown in Table 2. However, just this cluster 449, it 
only appears at 800K, and can not be found again in the range of 750K - 50K in the system as shown in 
Table 3. These results tell us that under different initial conditions, the clusters possess different level of 
stability and heredity. 

Go further, from the results mentioned above, it can be clearly seen that all the clusters possessing 
stability and heredity can be divided into three levels: higher, middle and lower. The clusters 271, 284, 
314 and 437 can be considered as the higher level, since they can appear in the two systems more than 
10 - 15 times. The clusters 149, 153, 210,394 and 431 only appear in the system more than 5 times as 
shown in Table 2. The clusters 21, 26, 36, 316 399 and 447 also only appear in the system more than 5 
times as shown in the Table 3., therefore, those can be considered as the middle level. And the most 
clusters listed in Table 2 and 3 can appear 1 -5 times during all the cooling processes, those can be 
considered as the lower level. 
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4. From these results, it is demonstrated that the stability and heredity of the clusters are different for 
different initial conditions and can be controlled by changing their initial conditions (including 
temperature, pressure, cooling rate, etc. ) This will give us a new way for the microstructure design of 
metallic materials 

CONCLUSIONS 
From the results and discussions mentioned above, we have obtained a very clear picture about how the 
metal atoms gather to form clusters and how the clusters further evolve to form some new types of clusters 
during the rapid cooling processes. 

1. It can be clearly seen that which atom could become the central atom of a cluster and which cluster 
could be repeated, are entirely accidental and random The clusters can appear again and again with the 
same central atom and the same nearest neighboring atoms, but cannot appear with the same central 
atom and not the same surrounding atoms, until they are dissociated completely. 

2. The stability and heredity of icosahedral clusters can be expressed quantitatively by their lifetime or 
repeatable times.Above the glass transition temperature Tg, the stability and heredity of clusters in the 
system under different conditions are almost in the similar level. 

3. However, below the glass transition temperature Tg , the stability and heredity of clusters in the system 
have remarkable variations, some clusters could appear in all the cooling processes. With the decrease 
of temperature, the number of the clusters having more heredity is also increased remarkably. 

4. The stability and heredity of the clusters are different for different initial conditions and can be 
controlled by changing their initial conditions (including temperature (as shown in this paper), pressure, 
cooling rate, etc. (will be shown in other papers)). This will give us a new way to design the 
microstructure of metal and alloy materials. 
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ABSTRACT 
The paper is a continuation of the authors' earlier work dealing with application of artificial neural networks to 
the prediction of yield stress in hot forming of metals. At present, the task of the network is to predict a time- 
derivative of the dislocation density during hot deformation. The inputs are the state of the material defined by 
the current dislocation density and by the time-integral of strain, the current strain rate and temperature. The 
flow stress curve is determined from the dislocation density vs. strain function, which is calculated using a 
finite difference technique in which the time-derivative of the dislocation density is supplied by the artificial 
neural network. Examples of calculations are presented for the axi-symmetrical compression of low carbon 
steel. 

INTRODUCTION 
The accuracy of numerical simulation of metal forming processes depends strongly on the cfescription of 
mechanical properties of the deformed material. The predictive capability of the model describing the flow 
stress during hot deformation can be improved when the state of the material is related to "so-called" internal 
variables. In hot forming, these variables comprise the dislocation density, the recrystallised volume fraction 
and the grain size. Earlier research aimed at developing an internal variable model for microstructure 
evolution in steels [1,2]. The main difficulty in practical application of this model is related to evaluation of 
material constants. It is shown in [2] that an application of the inverse technique to evaluation of these 
constants often presents serious problems. The cost function is flat with local minima and searching for a 
global minimum is time consuming. Moreover, it is often difficult to find the constants, which give proper 
results of simulation in a wide range of temperatures and strain rates. 

Thus, an attempt was made to apply artificial neural network to predict the influence of various components of 
the internal variable model on the overall behaviour of the material [3]. The basic assumption of the approach 
is that the time-derivative of the dislocation density is the only output parameter of the neural network. The 
state of the material, represented by the current dislocation density, is the input parameter of the network. This 
approach gave good results when single strain rate tests were investigated [3]. The main objective of the 
current work was to extend the analysis to different strain rates. Training of the network was done using 
experimental data from results of axi-symmetrical compression tests performed at three temperatures and 
three strain rates. The trained network was implemented into a finite-element code and simulation of the tests 
was performed. 

CONVENTIONAL ANN YIELD STRESS MODEL 
Artificial neural networks have become a powerful tool in simulation and control of various processes. 
Numerous examples of an application of the ANN in metal forming can be found in the scientific literature. 
Among the many publications, those dealing with control of rolling mills [4,5] as well as with prediction of 
yield strength in plate mills [6], rolling loads [7,8,9], plate bending in asymmetrical rolling [10] and roll 
bending in 4-high stands [11] should be mentioned. Prediction of a material's resistance to deformation is one 
of the fields in which the ANN technique is very useful. In the conventional application of ANN to the 
modelling of the yield stress, the inputs are temperature, strain rate and strain while the output is yield stress. 
Typical results obtained by the authors from artificial neural network are presented in [11]. Good agreement 
between measured and predicted yield stress was obtained and it was concluded that artificial neural network 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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is able to reproduce stress-strain curves with a peak and plateau, which are characteristic of dynamic 
recrystallisation. On the other hand, the neural network, which was trained using current temperature, strain 
rate and strain as inputs, maintained all the drawbacks of the conventional stress-strain equations obtained by 
an approximation of experimental data, like for example, the Voce equation [12]. In the following section, the 
suggestion of a new approach is presented toapply ANN to predict yield stress. 

INTERNAL VARIABLE ANN MODEL 
The main assumption in the internal state variable model is that the evolution of stress during plastic 
deformation is governed by the evolution of dislocation populations [1]. This leads to a concept that hardening 
is controlled by a competition of storage and annihilation of dislocations, which superimpose in an additive 
manner. Since the mechanical strength of the obstacles to dislocations is related to the dislocation density, the 
yield stress accounting for a softening is calculated as: 

(5=[Lbp05 1. 

where: b = Burgers vector; u. = shear modulus; p = dislocation density 

The dislocation density in this model should not be treated as an average value. Rather, the entire spectrum of 
the dislocation densities must be considered, as shown in [1,2]. Evaluation of the material constants in this 
model often presents serious difficulties. Application of the ANN to predict the dislocation density during hot 
plastic deformation allows us to avoid these difficulties [3]. In this approach, the current time-derivative of the 
dislocation density O is an output parameter. The inputs are the state of the material described by the current 
average dislocation density (jp) and by the time-integral of the strain rate (cp), the current strain rate (£ ) and 
temperature (7). As a consequence, when the ANN supplies the time-derivative of the dislocation density, the 
flow stress curve is calculated from equation (1) using a finite difference technique to determine the average 
dislocation density: 

'/+i p,+FA; 2. 

where: t - time, <J> - time derivative of the dislocation density calculated by the ANN as a function of current 
dislocation density, strain rate, temperature and time integral of strain rate: 

F=^-F(p,<p,7\e) 3. 
at 

Contrary to conventional approaches, the present model of the flow stress is an incremental type. The artifcial 
neural network is used in each time step of the simulation. 

RESULTS 
Experimental Procedure 
The tested material was a carbon-manganese steel containing 0.22%C, 1.26%Si, 0.016%P, 0.03%S, 0.1 %Cr, 
0.09%Ni, 0.27%Cu and 0.003%A1. All tests were performed on the deformation dilatometer DIL 805. The 
axi-symmetrical samples measuring 5 mm in diameter and 10 mm in height were preheated at 1150°C for 10 
min, cooled in the furnace to the test temperature and compressed. The tests were performed with a constant 
die velocity and an average strain rate was calculated for each test. Current temperatures and compression 
loads were monitored. 

Training the Network 
Training was done using experimental data, which comprise the results of measurements of the compression 
loads at various test conditions. The experimental stress-strain curves were calculated from the measured 
loads accounting for the current contact area and for the influence of friction. These curves were differentiated 
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graphically and the time-derivatives of the dislocation density were calculated by reversing Equation 1. These 
derivatives were used for training the artificial neural network. Typical results obtained for the three test 
temperatures (1150°C, 1050°C and 950°C) and for the three strain rates (0.53 s1, 1.22 s"1 and 2.8 s"1) are 
presented in Figure 1. The solid lines represent experimental curves. It can be seen that agreement between the 
measurements and predictions is very good. It is also seen that the artificial neural network predicts correctly 
the stresses for temperatures of 1100°C and 1000°C, which are between those used in the testwork. 
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Fig. 1. Comparison of measured and calculated (ANN) stress-strain curves 
for different temperatures and strain rates. 

The ability to predict flow stress variations during hot deformation at varying conditions is a potential 
advantage of the developed model, ensuing from its incremental character. Performance of the model for the 
deformation under varying strain rate is discussed below. 
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VARYING STRAIN RATE TESTS 
The predictive capabilities of the model are tested by simulating varying strain rate processes. Typical results 
are presented in Figure 2. It was assumed that the strain rate changes rapidly between 0.53 s"1 and 2.88 s"1. The 
change appears at a strain of 0.15, which is below the peak strain. The curves in Figure 2 represent 
calculations for constant strain rates of 0.53 s"1 and 2.88 s"1, measurements for the constant strain rates of 0.53 
s*1 and 2.88 s"1 and predictions for the strain rate changing rapidly between 0.53 s"1 and 2.88 s"1. It is seen that 
after changing the strain rate, the predicted behaviour of the material does not reach the value determined by 
the new equation of state. This contrasts with the experimental observations for transient behaviour of C-Mn 
steels. Figure 3 shows typical measurements of stress-strain curves under varying strain rates obtained in [13]. 
The transient phase observed in the experiment and predicted by the internal variable model of [1,2] is shorter 
than that predicted by the current model. Conventional constitutive models do not predict transient behaviour 
at all (dotted line in Figure 3) so it can be concluded that the ANN trained using constant strain rate and 
temperature data fails in the situation of rapidly-changing conditions of forming. On the other hand, the ANN 
reproduces stress-strain curves for constant strain rates much better than does the internal variable model of 
[1]. Since variations in the strain rate in most metal forming processes are reasonably small, the rheological 
model based on the ANN can be efficient and useful in describing the yield stress in the finite element models. 
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Fig. 3. Measured and calculated stress-strain curves 
for strain rate decreasing rapidly from 3 to 0.3 
s" at a strain of 0.18 [13]. 

FEM SIMULATION 
The developed ANN model is useful in the simulation of forming processes. Applying it as a constitutive law 
in the finite element approach has tested capabilities of the model. FEM program used in the calculations is 
described in [14]. It is based on the rigid-plastic flow formulation coupled with the solution of Fourier 
equation assuming Galerkin integration scheme. The ANN is used for determination of the yield stress in the 
Levy-Mises flow rule. Axisymmetrical compression was considered as an example. Figures 4 and 5 show 
typical results of calculations of strain field and yield stress field for the experiment carried out at temperature 
1150°C and strain rate 0.53 s"1. Calculated force as a function of height reduction is presented in Figure 6. The 
influence of increasing contact surface and the effect of friction can be well-understood in Figure 6. The force 
increases rapidly when the height of the sample decreases. All the results of FEM simulation agree with those 
obtained for the constitutive models based on closed-form equations obtained from an approximation of the 
experimental data (see [15]). 
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Fig. 5. Fields of: a. the effective strain and; b. the yield stress - at the cross section of the sample deformed 
with a strain of 0.4; temperature of 1150°C, average strain rate of 0.53 s\ 

CONCLUSION 
An application of artificial neural networks to predict the yield stress in hot forming of metals has been 
presented in this paper. In this approach, the output of the ANN is a time-derivative of the dislocation density. 
The work is a continuation of the author's earlier research described in [3]. Influence of the strain rate has now 
been accounted for in the present work. The inputs of the network are the state of the material defined by the 
current dislocation density and by the time-integral of strain, the temperature and the current strain rate. 
Variations of average dislocation density as a function of strain are calculated using a finite difference 
technique. Good accuracy of the model was obtained for constant conditions of deformation. 

The incremental technique is able to simulate processes involving varying strain rates and/or temperatures. 
However, as shown in Figure 2, the model fails to predict properly the transient behaviour of material when 
rapid changes in the strain rate appear. According to the predictions, after changing the strain rate, the stress 
never reaches the value determined by the equation of state for new conditions of deformation. This is in 
contradiction with experimental observations (see [13]). Thus, a conclusion can be drawn that the proposed 
model predicts perfectly the yield stress of steels during hot deformation only under reasonably stable 
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conditions. The results in Figures 4 and 5 show that the model can be implemented as a constitutive law into 
the FEM code. Application of this model to transient conditions requires further research. 
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Fig. 6. Predicted force vs. reduction for various temperatures with an average strain rate of 0.58 s"1 
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ABSTRACT 
Through an analysis of cathodic polarization experiments in H20, NaN03, HC1 and a mixture of HC1 and 
NaN03, solutions respectively, the mechanism of coating electrolytic A1203 on MAR-M247 superalloy was 
investigated. We suggest that the cathodic polarization curves in A1(NC3)3 can be comminuted into 4 steps: 
1. H+ + e"-* H, (-0.1V~-0.35V), 2.reduction of A13+(H20)3 complex ion: 2Al3+(H20)3-xH20 + 6e" -» 
2Al(OH)3-xH20 + 3H2 (-0.35V~-0.65V), 3. diffusion of +(H20)3 complex ion (-0.65V~-0.9V), and 4. 
reduction of H20: 2H20+2e-> H2+20H" (-0.9V ~ -4V). X-ray diffraction diagrams show the Al(OH)3 gel 

r , «, « 623K      \ Ai ^ 973K      v   s:    .,„ 1123A:      s transforms into amorphous-A1203     7 y-Al203 7 o -A12Ü3 7 Ü - A12(J3. 

Keywords: mechanism, electrolytic A1203 coating, superalloy 

INTRODUCTION 
Ceramic coatings seem ideal for use as high-temperature materials and in severely corrosive environments. 
Since superalloys are used in these extremes, ceramic coatings are often applied to enhance operation 
properties [1]. Forming ceramic coatings using an electrochemical method is a relatively new technique and 
has been used to deposit oxide coatings such as ZrQ? on to metallic and non-oxide substrates [2-6]. 
Electrolytic deposition of aluminum hydroxide gel from an aqueous solution of aluminum nitrate 
(A1(N03)3), followed by annealing, has been applied on SiC to increase substrate resistance to 
environmental attack such as high temperature oxidation [2]. In comparison with other deposition 
technologies such as chemical vapor deposition (CVD), physical vapor deposition (PVD) and plasma 
spraying, gel deposition has several potential advantages, including cheap deposition technology, energy 
economies, the ability to cover complex shapes and various materials, and application of multi-component 
oxides [7]. The sequence of reactions leading to alumina formation is considered to be the following [2]: 

1. Dissociation of aluminum nitrate: 
A1(N03)3^A13+ + 3N03" 1. 

2. Formation of hydroxide: 

3. Dehydration to amorphous alumina: 
Al3+ + 3(OH)"^Al(OH)3 

Al(OH)3 -> A1203 + 3H20 3. 

Though the sequence of reactions leading to A1203 has been suggested, there is lack of analytical evidence 
to identify which cathodic reaction happens in the range of the applied cathodic voltage. Sometimes mud 
cracks and/or hydrogen-bubble effects in the coating, deteriorate film uniformity due to the uncertainty of 
either the electrochemical or drying mechanisms. Therefore exploring the precise electrochemical or drying 
mechanism should help us reach an optimal process to precisely control quality and quantity of the Afe03 

coating. In this study, we have carried out several cathodic polarization tests in HO (5.5 KQ), HC1, 
NaN03, A1(N03)3, and a mixture of HC1 and NaN03 aqueous solutions respectively, to identify the regions 
to which these various reductive reactions belong. 

EXPERIMENTAL 
Sample Preparation 
A MAR-M247 nickel base alloy was cut into discs with a diameter of 13 mm. All specimens were polished 
to a mirror finish with lujm A1203 powder, then degreased by detergent and further ultrasonically cleaned in 
deionized water and acetone, then dried by N2 gas. The nominal chemical composition of the MAR-M247 
superalloy is given in Table 1. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Table 1. Nominal chemical composition of MAR-M247 superalloy. 

Element Cr. Co        Mo         W          Ta         Al          Ti          C           B          Zr Ni 

Wt% 8.3 10.0       0.7       10.0       3.0        5.5        1.0       0.14    0.0015     0.05 Bai. 

Polarization Tests 
The MAR-M247 discs were electrochemically polarized in a naturally aerated 0.01 M A1(NQ)3 aqueous 
solution (pH = 3.5) by EG&G Princeton Applied Research 273A Potentiostat M352 software. Polarization 
tests were simulation in deionized water with an electrical resistance of 5.5 KQ (pH = 7.0), HC1 (pH = 3.5), 
0.01 M NaN03 (pH = 6.4), and a mixture of HC1 and 0.01 M NaN03 aqueous solution (pH = 3.5), 
respectively. The potential was swept from an initial potential of 0 V (AgCl) to a final potential of -4 V 
(AgCl), at a scanning rate of 1 mV/sec. The reactants of the simulated solutions are given in Table 2. 

Table 2. The reactants of the simulated solutions. 
Solution Solution Reactants 

H20 H20;02(8.2ppm) 
HC1 H20;02(7.8ppm);H+;Cr 

NaN03 H20; 02 (8.2 ppm); Na+; N03" 
HCl + NaN03 H20; 02 (8.2 ppm); H+; Cl"; Na+; N03" 

A1(N03)3 H20; 02 (7.5 ppm); H+; Al3+; N03" 

Electrolytic Deposition and Annealing 
The electrolytic deposition of A1203 on MAR-M247 specimens was conducted in 0.0IM A1(N03)3 aqueous 
solutions at a voltage of -0.7V for 500s, using the same potentiostat. The alloy disc was the cathode, 
graphite was the anode and saturated AgCl served as the reference electrode. The above electrolytic 
conditions gave the most efficient deposition in our experiment. The specimens with Al(OH)3 gel coatings 
were then dried naturally in air and annealed in air at 473, 623, 973, and 1123 K for 2 hrs, respectively. 

SEM and XRD 
The surface morphology of coated and post-annealed specimens was observed by scanning electron 
microscopy (SEM, JEOL, JSM-5400, Japan). The crystal structure of the A1203 coating on the MAR-M247 
substrate was analyzed by X-ray diffraction (XRD) in a MAC M03X-HF Diffractometer, with Cu Ka 
radiation (k = 1.5418 A), 20 in the range 30° - 85°, at a scanning rate of 47min, a voltage of 40 kV, and a 
current of 30 mA. 

RESULTS and DISCUSSION 
The cathodic polarization curve for 0.01 M A1(NQ3)3 (pH = 3.5) is shown in Fig.l - curve A1(N03)3. This 
curve can be divided into four steps. The first is -0.1 V ~ -0.35 V, the 2nd -0.35 V ~ -0.65 V, the 3rd -0.65 V 
~ -0.9 V., and the 4th -0.9 V ~ -4 V. The cathodic reactions appropriate to the case of aqueous solutions of 
aluminum nitrate (A1(N03)3) may be described as follows: 

2H+ + 2e_ -»H2 4. 
02 + 2H20 + 4e_ o 40H' 5. 
N03" + H20 + e - -»20H" + N02" 6. 
2H20 + 2e" -»H2 + 20H" 7. 

The reactants of 0.0IM A1(N03)3 should be H20; 02; H+; Al3+; N03". Therefore polarization tests were 
simulated in pure water with an electrical resistance of 5.5 KQ (pH = 7.0), HC1 (pH = 3.5), 0.01 M NaN03 

(pH = 6.4), and a mixture of HC1 and 0.01 M NaN03 aqueous solution (pH = 3.5). 

The cathodic polarization curves in pure H20 and NaN03 as shown in Fig. 1, indicate the same limiting 
current density (1.5xl0"5 A/cm2). According to the reactants of H20 and NaN03, we suppose that the 
limiting current is due to the diffusion limit of 02 in reaction 5. 
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The cathodic polarization curve in HO has a prominent limiting current density of 5.5xl0~5 A/cm2. The 
reactants of HC1 may be H20, 02, H+, and Cl". In comparison with H20 and NaN03, the limiting current 
densities are different. The limiting current density of 5.5xl0"5 A/cm2 should be the diffusion limit of H+ in 
reaction 4., since it is much larger than the limiting current of Ob in reaction 5. 

The cathodic polarization curve in HC1 + NaN03 shows a prominent limiting current density of 4x10"5 

A/cm2. This is very close to that of FT above. Therefore, it is also considered as the diffusion limit of tT in 
reaction 4. but with a slightly lower current density. This means that the addition of NaNQ reduces the 
diffusion limit of H+in reaction 4., possibly due to the interaction between H1" and N03\ 

When the applied voltage is more negative than -0.9 V, we noticed a lot of B> bubbles on the electrode 
surface for all solutions except pure water. This is due to the reduction of FfeO in reaction 7. The limiting 
current increased with decreasing electric resistance of aqueous solution because of the voltage drop of the 
solution between the two electrodes. 

From the above analysis, the first step (-0.1 V ~ -0.35 V) with a limiting current density of 5x10"5 A/cm2 in 
0.01M A1(N03)3 is considered to be the diffusion limit of IT" in reaction 4., since this current density is in 
the range of the diffusion limit current density of if [8].However, this is not as obvious as that observed in 
ZrO(N03)2 solution [9]. The fourth step (-0.9 ~ -4 V) is reduction of H20 in reaction 1. However, the 
current density of the second step (-0.35 ~ 0.65V) in ZrO(N03)2 solution is much more than the others. 
Compared with NaN03 solution, the only difference is Al+3 to Na+. Therefore, it is clear that the increased 
current density is due to Af3 in the A1(N03)3 aqueous solution. Possibly, formation of complex ion 
A13+(H20)3+X acts to reduce the activation energy of the reduction of HO via the following reaction: 

2Al3+(H20)3-xH20 + 6e'-»2Al(OH)3xH20 + 3H2 T 8. 

Consequently, the third step (-0.65 ~ -0.9 V) with a current density of lxlO"3 A/cm2, is the diffusion limit of 
A13+(H20)3. The process of electrolytic alumina coating on MAR-M247 superalloy as illustrated in Fig. 2 
consists of: 1. dissociation of aluminum nitrate, 2. formation of complex ion A13+(H20)3, 3. diffusion and 
migration of A13+(H20)3, and 4. reduction of A13+(H20)3 and formation of Al(OH)3 hydroxide. 

3 

ill 

B.250 

-B,2se 

-8.758 

-1.250 

-1.7S0 

-2.2S0 

O,+2H20+4e"-*:60H' 

S&^^]7i;-.--..2AlJfe0V'tH20 + 6e-->2Al(OH)3+6H2+xlfcO— 

fN0 u +H20+2e-^N0;+20H' 
02+2IU>+4e--MOir 

2H20+2e--^H2+20H 

-L-l I llllll .J.JLLUJ.ul LUJUJll i,._U_iilul LUüülil L.JLLLIU1] i UJJLLuI 1 1 1 inn 
-7 -6 -5 -4 -3 

ly»raa   <A/ei»*2> 

-2 -1 

IB" 

Fig. 1. The cathodic polarization curve in all of the reaction solutions. 
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A1(N03)3 

^*A13+              ^^NCV 

^^           (2rv 

H20"" Al+3(H20)3-xH20 

(3) 

e" + Al+3(H20)3-xH20-^-+> Al(OH)3 i + H2 T 

MAR-M247 Superalloy   CATHODE 

Fig. 2. The electrolytic deposition alumina diagram 

The SEM micrographs of specimens coated at - 0.7 V for (a) 500 sec, and (b) 1000 sec after natural drying 
in air are shown in Fig. 3. Mud cracks increase with increased deposition time and the bubble effect can be 
found at a voltage of-1.0 V for 500sec (Fig. 3(c)), due to the reduction of BO in reaction 7. The best 
deposition voltage is during the third step (-0.65 ~ -0.9 V) which is considered to be reaction 8. 

20U.m 20Um 20Um 

(a) (b) (c) 
Fig. 3. SEM micrographs of specimens coated at - 0.7 V for (a) 500 s., (b) 1000 s. (c) at - 1.0 V for 500s. 

after natural drying in air (750 X) 

The XRD patterns of specimens coated at - 0.7V for 500sec after natural drying in air, then annealing at 
473, 623, 973 and 1123 K for 2hrs, for MAR-M247 superalloy are shown in Fig. 4. The diagrams show the 

Al(OH)3 gel transforms into amorphous • 
623A: 

->Y-A1203 
973K 

->8-Al,0 
1123A" 

2^3 ■^e-Ai,o,. 

CONCLUSIONS 
l.From the above discussion of the cathodic polarization tests, it is suggested that the cathodic polarization 

curves of MAR-M247 superalloy in A1(N03)3 can be comminuted into four steps: 1. H++ e"-»H2 (-0.1V 
~ -0.35V), 2.The reduction of A13+(H20)3 complex ion: 2Al3+(H20)3xH20 + 6e" -» 2Al(OH)3xH20 + 3H2 

(-0.35V ~ -0.65V), 3.The diffusion limit of A13+(H20) 3 complex ion (-0.65V ~ -0.9V) 4.The reduction of 
H20:2H20+2e"-> H2+20H" (-0.9V ~ -4V). The best deposition condition is at the third step. 

2.X-ray diffraction shows A^OH^ gel transforms into amorphous- A1203 ■ 

5 -A1203 > G -AI2O3. 

623K      v 973A-      v ———?y-Al203 ——> 
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Fig. 4. XRD patterns of specimens coated after annealing and uncoated specimens. 
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ABSTRACT 
A process for automatic control of internal stress in electroplated nickel-phosphorus alloy using controlled 
current electrodeposition on a conductive substrate from a single electroplating bath yields a multiple- 
layered coating. This multi-layered deposit is a sequence of two alternating layers. One of these layers is a 
phosphorus-rich coating which is characterized by compressive stresses while the other layer is a tensile- 
stressed coating of low phosphorus content. The apparatus employed to achieve this automated control of 
internal stress includes a non-contact linear sensor for monitoring stresses in the coating and a 
programmable power supply for the current source. 

INTRODUCTION 
These internal stresses are often of little importance in deposits of weak and ductile metals such as tin, lead 
and cadmium. However, in stronger more brittle deposits such as nickel the internal stress is of great 
importance. In electroforming operations as well as subsequent mechanical operations stress may cause 
severe distortions on the workpiece. Excessive stress can also cause premature failure by accelerating 
corrosion or by decreasing fatigue strength. The magnitude of the intrinsic internal stress produced in 
electrodeposits is dependent upon bath compositions and operating conditions. Various organic additives 
are incorporated into plating baths to act as "stress relievers". They are chosen so as to produce low tensile- 
stressed deposits or compressively-stressed deposits. This is because compressive stress is normally less 
detrimental than tensile stress as it does not have a tendency to lift the coating from the substrate. 

Current density is also an important factor in relation to the internal stress of an electrodeposited material. 
For example, the variation of composition of a nickel-phosphorous alloy is primarily a function of current 
density. It illustrates a decrease in the phosphorous content of a nickel-phosphorous alloy with increasing 
current density [1]. The internal stress of the alloy is in turn related to phosphorous content in the coating, 
as illustrated by Ref. [2,3,4,5,6]. At a phosphorous content of approximately 11% or higher the internal 
stress is neutral or compressive. Below this amount the internal stress in the deposit is tensile. So by using 
a controlled current and hence controlled current density it is possible to control the internal stress in the 
electrodeposition. 

EXPERIMENTAL WORK 
This study relates to a process for automatically controlling the stress in a coating using a controlled current 
mechanism. Therefore, This method eliminates the need for stress relief operations. It also eliminates the 
need for organic additives used as stress relievers This reduces organic contamination in the plating bath 
and also eliminates the need for removal by attendants. Using a nickel-phosphorous alloy as a test case, the 
process for automatic stress control produces a multi-layer deposit. This multi-layer coating is a sequence 
of two alternating layers. One layer is a phosphorous rich coating, characterized by compressive internal 
stress, while the other layer is a tensile stressed layer having a low phosphorous composition. 

Figure 1 shows a coating analysis apparatus for analyzing the internal stress of a coating. A testing cell (1), 
with a fixture (3) and a metal plate (4) mounted therein, is utilized to electroplate a specimen (6). One 
surface of the specimen (6) is insulated and the other surface isn't. Furthermore, one end of the specimen 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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(6) is fixed by the fixture (3) and the other end remains free. The free end of the specimen (6) has a 
predetermined distance from a vernier (51) of a vernier scale (5), which is mounted beside the testing cell 
(1) and touches the metal plate (4). A non-contact displacement sensor (16) is located close to the specimen 
(6) for sensing the displacement of the free end of the specimen (6) and generating a displacement signal 
during an electroplating process. 

The apparatus employed allows analysis of the internal stress within the coating on one surface of the 
specimen subjected to electrodeposition and therefore may be used to help control the subsequent internal 
stress of electrodeposited materials. The equipment comprises a testing cell filled with the electroplating 
solution, and a mounting fixture for fixing one end of the specimen, leaving the other end free. A 
programmable power supply is then connected to the specimen and the cathode placed in the electroplating 
bath. The apparatus uses a non-contact linear sensor for measuring the displacement of the free end of the 
specimen when the current is applied. This sends a signal to the programmable power supply, and the 
displacement is used to calculate the internal stress within the coating. Two current channels of different 
current density alternately supply current to the specimen and a multi-layer deposit of two distinctly 
different alloys of different internal stress is produced. Therefore, it is possible to control the internal stress 
in the deposit by variations in the current densities used. 

(2) „    (3)     <51> 

~^ÖÖ 

(5) 

(7) 

(8) 

momitor    | 
computer    | 

 I— I-      ' 
IEEE 4 88 
interface     I 

(14) 

^-- es; 
programmable 
power    supply 

Fig. 1. Diagram of apparatus for analyzing the internal stress of a coating 

The process of this study may be used to an advantage with conventional pulsed current, superimposed 
A.C. or periodic reverse plating. The process may also be advantageous for controlling the thickness of 
electrodeposits, since this property is also measured automatically and varies with current density. 
According to this study it has been found that automatic stress control in an electrodeposition may be 
achieved using the method and apparatus described herein, employing a single electroplating bath for 
electrodeposition of a multi-layer coating. Figure 1 illustrates the apparatus for measuring the internal 
stress of the electrodeposit. 

A testing cell with a fixture for the specimen and a metal anode is used to electroplate the specimen. One 
end of the specimen is fixed and the other end remains free. The specimen is insulated on one side. A non- 
contact displacement sensor is located close to the specimen to monitor the movement at the free end of the 
specimen during an electroplating process. A computer programmable power supply is connected to a 
personal computer through an IEEE488 interface. The inductive linear sensor switches a relay to control 
two output channels to supply current to the substrate. During electroplating of the uninsulated surface of 
the specimen an internal stress is generated within the coating. The measuring sensor sends a displacement 
to the computer through the programmable power supply and the IEEE488 interface and the computer 
calculates the internal stress within the coating using the following formula: 
Macro-stress, s 

ESTS
2+ECTSTC(    4 + 6f'  2) 

a = ^ ——(—) 

(1 + 5TJ3TS) 
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where 
s = Macro-stress 
Es = Modulus of elasticity of substrate 
Ec = Modulus of elasticity of coating 
Ts= Thickness of coating 
Tc= Thickness of substrate 
L= Length of substrate 
f= deflection of free end of strip 

The study will now be described in relation to the electrodeposition of a nickel-phosphorous alloy onto a 
copper substrate. The nickel phosphorous alloy plating solution was prepared by dissolving the following 
analytical grade compounds in distilled water in the amounts indicated in Table 1. 

Table 1. Composition of Plating Solution 

Compound g/1 
Nickel Sulfate 160 

Nickel Chloride 50 
Phosphoric Acid 50 

Phosphorous Acid 60 

The plating solution was then placed into a 150 mL electroplating cell. The cathode, a 0.25mm thick sheet 
of copper, insulated on one side, and formed in a U-shape as shown in Figure 2 was clamped at one end 
with the free end facing the inductive linear sensor. A rectangular nickel anode with approximate 
dimensions of 40mm high by 20mm wide was immersed in the bath at the far end of the plating cell. The 
two output channels, supplying current to the substrate, were set at 0.4A, giving an equivalent current 
density of 0.05A/cmA2, and at 1.4A, equivalent to a current density of 0.4A/cmA2. The inductive linear 
sensor was adjusted to two independent switching points corresponding to +0.05mm and -0.025mm 
displacements at the free end of the copper strip. By coupling the terminal output to the relay of the 
ON/OFF toggle switch a -0.025mm deflection sensed as one ON position and activated the high current 
channel. Similarly the low current channel was activated when the toggle switch at the other ON position 
sensed a +0.05mm deflection at the free end of the substrate. Hence a basic current pattern is achieved. 

WJW 

HK*>,- 

■l ■i iSr'jaL-**! 1 -i 
Fig. 2. Schematic diagram of the cathode. 

RESULTS 
(1) The first charge burst of the low current of 0.4A produced a high phosphorous content (P>14%) nickel- 

phosphorous alloy with a compressive stress of about 7KPsi (a). The second charge burst, of the high 
current of 1.4A produced a low phosphorous content (P<7%) nickel-phosphorous alloy with a tensile 
stress of about 15Kpsi (b). Repeating steps (a) and (b) produces a multi-layer deposit. 

(2) The high and low current densities for this process, according to (1) were found to be 0.4A/cmA2 and 
0.05A/cmA2 respectively. The pulse train of Figure 3 consists of a repeating sequence of pairs of 
charge bursts of current pulses. 
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1.4A 

0.4A 

Fig. 3. Schematic Timing Diagram of Electrodeposition Current 

(3) A nickel-phosphorous plating film produced according to (1) comprised of two different kinds of films. 
The first film on the substrate had a high phosphorous content (P>12%) produced by each charge burst 
of low current and is compressively stressed. The second film had a lower phosphorous content 
(P<7%) deposited by each charge burst of higher electric current and is tensile stressed. 

(4) The multi-layer deposit produced according to (1) is essentially a sequence of repeating layers, each 
layer containing a high phosphorous content nickel-phosphorous alloy and a low phosphorous content 
nickel-phosphorous alloy. The figure 4 illustrates the cross-sectional view of layer deposit produced 
according to the process of Figure 3. 

(5) The pH of the process described in (1) was lower than a pH of 2 and was best adjusted by additions of 
phosphoric acid. 

High P layer- 
Low P Layer 

Substrate 

Fig. 4. Schematic cross-sectional view of layer deposit. 
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ABSTRACT 
An electrolytic ZrQ gel has been coated on ASTM F-75 Co-Cr-Mo alloy specimens in 0.1 M ZrO(N03)2 

solution at pH 2.2 and a current density of 2 mA/cm2. The electrolytic ZrQ gel coating was annealed at 
623 - 973 K for 120 min. in air, then evaluated by electrochemical polarization in Hankfc solution; wear 
tests with UHMWPE (ultra-high molecular-weight polyethylene) under a load stress of 50 Mpa; scratch 
tests; and morphology observations. The crystal structures of cobalt oxide and ZrO> were analyzed by XRD 
(X-ray diffraction). The ZrQ>-coated specimen annealed at 773 K for 120 min shows a good adhesion of 
610 MPa on Co-Cr-Mo substrate, a lower wear loss of UHMWPE and a higher protection potential than the 
uncoated specimen in Hank£ solution. A monoclinic structure with (111) preferred orientation parallel to 

the sheet plane was observed at 623 K < T < 673 K while a tetragonal structure of ZrQ was detected at T > 
773 K. For T > 973 K, a more stable monoclinic structure with random orientation mixed with a tetragonal 
structure was observed. 

Keywords: electrolytic ZrQ2 coating, Co-Cr-Mo implant alloy, hip prosthesis 

INTRODUCTION 
Cobalt-based alloys are widely used in total hip prostheses (THP), total knee replacements, dental implants, 
bone screws, staples, plates, and as support structures for heart valves because of their good wear and 
corrosion resistance, fatigue strength, and biocompatibility [1]. In THP surgery, an ultra-high-molecular- 
weight polyethylene (UHMWPE) socket is placed into the acetabulum, while a metallic hip stem consisting 
of a shaft and ball is placed in the femur. However, prostheses with bearing surfaces still release wear 
products into joint cavities. The gradual accumulation of these debris particles generates granulomaton 
reactions in the tissue surrounding the prostheses, and can cause loosening and osteolysis [2-5]. variable 
amounts of plastic and metal are released due to wear and corrosion. 

To cope with these problems, Boatin [6] in France developed a hip prosthesis with cup and ball made of 
alumina ceramic at the beginning of the 1970s. Semlitch et al. [7] determined that the wear rate of 
polyethylene (PE) against alumina ceramic is about 20 times lower than that of PE against Co-Cr-Mo 
alloys. They suggest that this favorable tribological behavior of ceramic in contact with PE may be due to 
better corrosion resistance, wettability with liquids, and scratch resistance of the ceramic materials 
compared to those of metallic implant materials. However, alumina ceramic exhibits a brittle tendency and 
is sensitive to microstructural flaws [8]. Currently, zirconia ceramic is being recognized for its high strength 
and surface finish, making this material potentially suitable for the highly loaded environments found in 
joint replacement [8-11]. A dip coating of zirconia gel exhibits a shear adhesion strength of 275 MPa on Ti- 
6A1-4V [12] and shows a better corrosion resistance on AISI 1006 and 304 stainless steel [13]. Besides, 
another competitive method, an electrolytic coating of zirconia gel on Ti-6A1-4V also shows a good 
adhesion of 580 MPa and a good corrosion resistance in 5 M HC1, 5 M H2S04 or 0.6 M NaCl aqueous 
solution [14]. The electrolytic mechanism has been suggested [15] and modified [16] as follows: 

(i)   dissociation of zirconyl salt 
ZrO(N03)2 -> Zr02+ + 2N03" 

(ii) hydrolysis of the zirconyl ion 
Zr02+ + H20 -* Zr(OH)2

2+ 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 



790 

(iii) interaction with OH 

(iv) dehydration of the hydroxide 
Zr(OH)/+ + 20H" -> Zr(OH)4 

Zr(OH)4 -» Zr02 + 2H20 

The main source of OH" comes from the cathode: 

H20 + 2e" o H2 + 20H"        (major) 

02 + 2H20 + 4e" -» 40H"      (minor) 

And the best coating efficiency is found after the ¥t diffusion limit occurs in 

2H+ + e" -> H2 

and the on set of the reduction of H20: 

H20 + e" <-> H2 + 20H- 

In this study, the characterization of electrolytic ZrQ coating on Co-Cr-Mo including crystal structure, 
corrosion resistance, and wear resistance is reported. 

EXPERIMENTAL 

Sample Preparation 
An ASTM F-75 Co-Cr-Mo sheet, as received, was used as a substrate of the ZrQ electrolytic coating. Its 
chemical composition is given in Table I. The sheet thickness is 2.0 mm with a grain size about 5 um ± 2 
p.m. The sheet was cut into discs with a diameter of 14 mm for corrosion tests, and 28 mm for wear and 
scratch tests. All specimens were polished to a mirror finish with 1 urn A1203 powder, then degreased by 
detergent and further ultrasonically cleaned in deionized water and acetone, then dried by an H gas gun. 

Table I. The nominal chemical composition of Co-Cr-Mo. 
Element 
Wt. % 

Cr 
26-30 

Mo 
5-7 

Mn 
1.0 

Fe 
0.75 0.35 

Si 
1.0 

Ms 
1.0 

Ni 
0.25 

Co 
Balance 

Electrolytic Deposition and Annealing 
The electrolytic deposition of Zr02 was conducted in a naturally aerated solution of 0.125 M ZrO(NO;)2, at 
pH 2.2 and a cathodic current density of 2 mA/cm2 for 500 sec by using an EG&G M273A Potentiostat and 
M352 software. The alloy disc was the cathode, graphite was the anode, and saturated calomel was the 
reference electrode. The above electrolytic condition gave the most efficient deposition in our experiment. 
The specimens with Zr(OH)4 gel coating were naturally dried in air and annealed in air at 623 K, 773 K, 
873 K, 973 K, and 1073 K for 120 min, respectively. 

Scratch and Wear Tests 
Some specimens were tested by scratch (Teer St-2000) with a preload 2 N, load speed 50 N/min, scratch 
speed 20 mm/min, and end load 30 N. Reciprocating wear test was also conducted by Teer St-2000. 
UHMWPE was used as pin in diameter of 0.5 mm, Zr02 coated and uncoated specimens as disks with a 
contact surface area of 0.2 mm2 with a load of 10 N (or axial stress of 50 MPa), at the sliding distance of 1 
mm per cycle with 30 cycle/min. The drive speed and room temperature of 25 ± 1 °C were kept constant 
throughout the test. Frictional force between the UHMWPE specimen and the counterface was monitored 
by a strain gauge fixed on a leaf spring attached to the transverse bar holding the PE pin. 
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Corrosion Tests 
All annealed specimens were potentiodynamically polarized with EG&G Model 273 A M352 in aerated 
Hank's solution with compositions given as: NaCl 8.00 g/L, CaCl 0.14 g/L, KC1 0.40 g/L, NaHC03 0.35 
g/L, Glucose 1.00 g/L, MgCl2-6H20 0.10 g/L, KH2P04 0.06 g/L, Mg2S04-7H20 0.06 g/L, and Na2HP04 

0.06 g/L. The cyclic polarization test was from -0.80 to +0.80 V, then back to -0.70 V at a scanning rate of 
5 mV/sec. The first oxidation-reduction equilibrium potential EQI was derived when current density equals 
zero during the applied voltage increased (forward cycle). If the oxidation is due to the corrosion of 
electrode, this potential is also named corrosion potential Ecorr. The second oxidation-reduction equilibrium 
potential E02 was derived when the current density was returned to zero again during the applied voltage 
decrease (backward cycle). This potential was also related to protection potential Epp, if the oxidation is due 
to the pitting of electrode. 

SEM and XRD 
The surface morphology of specimens after scratch and wear tested was observed by scanning electron 
microscopy/energy dispersive spectroscopy (SEM/EDS, JEOL JSM-5400 Japan). The crystal structure of 
Zr02 on Co-Cr-Mo substrate was analyzed by X-ray Diffractometry (XRD, MAC M03X-HF Diffraction 

Japan), wavelength of Cu Kcc (1.5418 Ä), 26 from 20° to 100°, at scanning rate of 0.5 7min, voltage of 40 
kV, and current of 30 mA. 

RESULTS 
The surface morphology of deposited specimen conducted at a cathodic current density of 2 mA/cm2 for 
500 sec is shown in Fig. 1 (a). Those of post-deposited specimen annealed at 773 and 873 K are shown in 
Figs. 1 (b) and (c), respectively. The average thickness of ZrQ film is estimated as 1 urn by weight-gain 
measurements. Representative polarization curves of uncoated and coated specimen annealed at 673 K, 773 
K, and 873 K for 120 min in Hank^ solution are shown in Fig. 2. From those curves, the first redox 
potential E, (or corrosion potential EC0IT), the second redox potential E2 (or protective potential), exchange 
current i0 (or corrosion current), cathodic polarization slope ßc, anodic polarization slope ßa are analyzed, as 
given in Table II. The surface morphology of specimen annealed at 873 K after polarization test is shown in 
Fig. 3. 

4 •*-, ..'•    •   ' 
:' 5? <^ » 

(a) (b)      5 urn' (c)      5 um ■ 
Fig. 1. SEM observations of deposited specimen (a) after natural drying, 

then annealed for 120 min at (b) 773 K and (c) 873 K. 

Table 2. First redox potential Ei, exchange current density io, the second redox potential F^, cathodic 
polarization slope ßc, and anodic polarization slope ßa, derived from polarization tests in Hankfc solution. 

Annealed 
temperature 

Ei (Ecorr) 
(V) 

IO (icorr) 

(uA/cm2) 
E2 (Epp) 

(V) 
ßc ßa 

As-received -0.260 1.632 0.164 0.3596 0.4103 
673 K -0.316 4.448 0.192 0.3313 0.4568 
773 K -0.364 4.571 0.404 0.3261 0.5013 
873 K -0.380 4.706 0.156 0.2628 0.2892 
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Fig. 2. Polarization curves of (a)uncoated specimen and Zr02 coated specimens 
annealed at (b) 673 K, (c) 773 K, and (d) 873 K tested in Hankfc solution. 

The surface morphology of ZrQ2 coated specimen annealed at 773 K after scratch tests are shown in Fig. 4. 
EDS mapping shows that a complete Zr02 film is still found at the end of scratch stage with a load of 30 N. 
The results of the reciprocating wear test are given in Table 3. 

Fig. 3. SEM observations of specimen 
annealed at 873 K after polarization test 

( 5 urn —— ) 

Fig. 4. SEM observations after scratch test of ZrQ coated 
specimens annealed at 773 K for 120 min. 

(I00p.m—) 

Table 3. Results of the reciprocating wear test 
uncoated Zr02 coated uncoated Zr02 coated uncoated Zr02 coated 

Weight 
before test 

0.07167 0.07602 0.10021 0.07559 0.08902 0.06451 

Weight 
after test 

0.07144 0.07587 0.09996 0.07548 0.08886 0.06444 

Weight loss 0.00023 0.00015 0.00025 0.000 ll 0.00016 0.00007 

The XRD of Zr02 on F-75 Co-Cr-Mo specimen annealed at 623, 673, 773, 873, and 973 K for 120 min are 

shown in Fig. 5 (1), (2), (3), (4), and (5), respectively. Only monoclinic ZrQ, with (111) preferred 

orientation parallel to sheet plane is found at T< 873 K and Co2Cr04 is also found at T > 673 K. Tetragonal 
Zr02 is found at T > 773 K. However, monoclinic Zr02 with random orientation mixed in tetragonal ZrQ 
was seen at T > 973 K. 
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Fig. 5. XRD diagrams of Zr02 on Co-Cr-Mo substrate annealed at 
(1) 623 K, (2) 673 K, (3) 773 K, (4) 873 K, and (5) 973 K for 120 min. 

DISCUSSION 

Mud Crackings and Adhesion 
Mud-crackings are found during natural drying in air, as shown in Fig. 1 (a). These crackings are possibly 
because the evaporation rate of H20 from the surface of gel Re(H20) is higher than the diffusion rate of 
H20 from the bulk of the gel Rd(H20). If Re(H20) > Rd(H20), a tension effect will be generated at the gel 
surface due to shrinkage of containing less H20 than bulk gel layer and mud cracking will appear. If Re < 
Rd, no tension effect will take place on the gel surface. Therefore, to control gel thickness (i.e. control R1), 
control of the air humidity (i.e. control Re) is a possible way to retard mud crackings. This argument is 
supported by an experiment in which a specimen with coated film thickness under 0.3 urn, or another 
experiment in which the humidity was controlled at 95% showed no mud crackings. Another possible 
reason for mud cracking is the accommodating stress between the coating and substrate. The extent of mud 
crackings is changed slightly after annealing, as shown in Fig. 1 (a) as deposited, (b) annealed at 773 K, (c) 
annealed at 873 K. This means that the difference in thermal expansion between the metal substrate and 
ceramic coating will alter the extent of cracking. However, the number of cracks increased at 873 K, as 
shown in Fig. 1 (c). This is because oxidation of Co-Cr-Mo at 873 K is faster and the Co2Cr04 oxide will 
form at the mud-cracking due to a lack of ZrC^ protection. The XRD diagram also indicates the increasing 
intensity of the Co2Cr04 peak, as shown in Fig. 5 (4) and (5). So Co2Cr04 will grow along the interface 
between the Co-Cr-Mo alloy substrate and thr Zr02 coating, and break the Zrp2 coating into even more 
pieces. On the contrary, most ZrC^ is still found at the end stage of the scratch test, as shown in Fig. 4 (b). 
With a load of 30 N and 70 urn width of the scratch, the stress at this stage is about 610 MPa which is 17 
times the loading stress on the hip joint during gait (< 35 MPa). 

Corrosion Resistance and Wear Loss 
From Table 2, all post-deposited ZrQ> specimens have shown a lower Eoi and a lower cathodic polarization 
slope ßc. Corrosion potential Ecorr is higher than the redox potential for 2H20 + 2e" -» H2 + 20H" where 
E°   = -0.635 (vs. AgCl, pH 7), as given in Table 2. A lower ßc means that reduction of H2 is easier on the 

Zr02 coated specimen. No pitting potential was found in the cyclic polarization test (from -0.8 V to +0.8 V, 
then back to A).7 V) for Zr02 coated specimen annealed at 673 K and 773 K. Consequently, the protection 
potential Epp means the second redox potential E02 is possibly a redox for 2H20 + 02 + 4e" <-> 40H" E° = 

0.598 (vs. AgCl, pH = 3). On the other hand, a lower Eo2 was found on Zr02 coated specimen annealed at 
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873 K and uncoated specimen, and a higher current density was found at applied voltage > 700 mV. 
Corrosion attack was observed on uncoated and Zr02 coated specimen annealed at 873 K, as shown in Fig. 
3 but none was found on Zr02 coated specimen annealed at T < 773 K. No better corrosion resistance of 
coated specimen annealed at T > 873 K is likely due to the formation of Co2Cr04 which destroys the 
adhesion of Zr02 to the Co-Cr-Mo substrate, as shown in Fig. 1 (c) and Fig. 5 (4). From Table 3, the wear 
loss of UHMWPE for Zr02-coated specimens is obviously less than that of the uncoated specimen since the 
friction coefficient of UHMWPE (0.13) to Zr02.coated specimen is smaller than the (0.17) uncoated 
specimen. 

Crystal Structures 
XRD diagrams of Fig. 5 (1), (2), (3), (4), and (5) show ZrC^ phase transformations among monoclinic with 
(1 11) preferred orientation, tetragonal, and random monoclinic crystal structures. At a lower annealing 

temperature T < 673 K, amorphous Zr02 was transformed monoclinic with (T11) preferred, as shown in 

Fig. 5 (1) and (2). The tetragonal structure was detected at T> 773 K, as shown in Fig. 5 (3) and (4). Then 
the tetragonal was gradually transformed into a monoclinic with random orientation at T> 973 K, as shown 
in Fig. 5 (5). 

Many arguments have been suggested to indicate ZrQ among amorphous, monoclinic and tetragonal 
crystal structures, such as particle size effect [17,18], precursor amorphous phase [19,20], anionic vacancy 
[21], and pH values [22-25], but there is no convincing one which can completely describe these results of 
this study. This is probably due to the different processing of ZrQ>. Obviously, the structure of ZrO> in this 
study is dependent on the annealing time and temperature. This argument has been suggested before [24- 
26], but it has not been found before that a tetragonal structure shows metastable at 698 K < T < 973 K, a 
temperature range below which a monoclinic structure is found. Possibly, the substrate effect which will 
affect the interfacial energy and then favor the nucleation of monoclinic (111) preferred orientation at T < 

698 K and tetragonal ZrC^ at 698 K < T < 973 K on it, should be also considered. In other words, the 
nucleation activation energy of a monoclinic with (111) preferred orientation or tetragonal structure is 
lower than that of a monoclinic with random orientation. Similar results were also found on ZrQ coated Ti- 
6A1-4V alloy [14]. Therefore, at lower annealing temperature and/or for a shorter time, a kinetic will 
dominate the phase transformation. However, at higher annealing temperature and for a longer annealing 
time, thermodynamics of a phase with much lower free energy will dominate the phase transformation, 
such as monoclinic structure with random orientation. 

SUMMARY AND CONCLUSIONS 
A new electrolytic coating method of ZrC^ has been applied on an ASTM F-75 Co-Cr-Mo alloy to 
investigate its characteristics. Through the electrolytic coating, drying, annealing, polarization tests, surface 
observations, XRD analysis, and scratch tests, several conclusions are drawn: 
1. The mud cracks are found during natural drying in air. To avoid these cracks, some moisture- 

controlled system must be applied or the thickness of the gel controlled to improve these problems. 
2. Porous Co2Cr04 particles which are not protective and without good adhesion to the substrate was 

obviously found at annealed T > 873 K, a vacuum annealing furnace should be helpful to avoid the 
serious oxidation on the Co-Cr-Mo substrate. 

3. However, Zr02 post-coated Co-Cr-Mo specimen annealed at 773 K for 120 min has shown a higher 
protective potential for the polarization test in Hankk solution, less wear loss of UHMWPE, and a 
lower friction coefficient from 0.17 to 0.13. 

4. For 120 min annealing, a monoclinic structure with (T11) preferred orientation parallel to the Co-Cr- 

Mo sheet plane was detected only at 623 K < T < 673 K, a tetragonal structure was found at T > 773 
K, and a more stable monoclinic structure with random orientation was detected with a mixed 
tetragonal structure at T> 973 K. 
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ABSTRACT 
Knowledge about the relationships between microstructure and properties is important to develop structural 
ceramics. However, the type of processing and purity of the powder affect microstructure and consequently 
mechanical properties. In fact, composite ceramic powders have been developed to enhance quality of 
structural ceramics. Zirconia-based ceramics have shown significant improvement of fracture toughness. 
Al203-SiC-Zr02 ceramic-ceramic composite has been prepared mixing powder of all three ceramic 
components. Moreover, this method results segregated mixtures, utilizes expensive pure powders and 
introduces health problem as SiC-whiskers are carcinogenic. 

A method to produce Al203-SiC-Zr02 powder composite by carbothermal reaction was investigated. 
Carbothermal reaction has been a creative technique to produce alumina-silicon carbide composite powder 
from inexpensive precursor materials such as kaolinite, kyanite, pyrophyllite, etc. The products obtained 
from carbothermal reactions have shown nanometric particle sizes, homogeneous mixture and most 
impurities were eliminated by volatilization. Zircon (ZrSi04), as an inexpensive source or zirconia, was 
mixed with kaolinite-carbon or kyanite-carbon to produce zirconia-based composites. Unfortunately 
zirconia cannot be obtained directly from carbothermal reaction of these minerals as the reaction to produce 
zirconium carbide is favored. Instead, this new process obtains AfcCVSiC-ZrC composite powder at 

temperatures above 1500°C at 1 atm. However, a subsequent controlled oxidation step can transform ZrC 
of this powder into a mixture of monoclinic and tetragonal Zr02. Thermodynamic data were generated to 
support test results. 

The Al203-SiC-Zr02 powder with 7.9%vol Zr02 and 23.4%vol SiC was sintered by hot pressing at 1800 °C 
resulting in pellets with 30% higher fracture toughness than the ones made of A^C^-SiC composite. This 
encouraging result led to conclude that carbothermal reaction is a significant process to obtain ceramic 
composites by using different types of inexpensive minerals. 

INTRODUCTION 
Developments in advanced ceramics have resulted in more durable materials and better mechanical 
properties than the traditional materials. In fact, advanced ceramics are expanding their markets competing 
with metals in many structural applications where resistance to corrosion and performance at high 
temperatures are required properties. The American market of structural ceramics is estimated to be around 
US$ 1.5 billion and rising. Automobile engines, cutting tool bits, pump and valve components, seals, have 
been the main focus of the advanced ceramic industries. 

Two main impediments for a larger use of advanced ceramics in structural applications are the brittleness 
and relative high price of these materials. Polycrystalline ceramics, including oxides and covalent ceramics, 
have fracture toughness, usually below 6 Mpa1/2 which is very low when compared with metals, 15 to 150 
Mpa"2. The fragile nature of ceramics has led researchers to develop alternative ways to improve toughness 
such as reinforcement with fibers, whiskers or dispersion of a second phase. Mixtures of two or more 
different types of ceramic powders with different morphology have created stronger composites. Ceramic- 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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ceramic composites have shown considerable improvement in the strength and fracture toughness with 
introducing of zirconia. Such studies have led to the belief that ceramic-ceramic composites are the best 
materials for high temperature structural applications. One group of such composites are based on alumina 
(A1203) and silicon carbide (SiC) whiskers, which are very expensive (~$200/kg), not easily available and 
also considered to be carcinogenic. 

Chaklader et al. [1] have shown that advanced ceramic composites, based on alumina and SiC, can be 
synthesized by carbothermal reactions from cheap precursor materials such as kyanite, kaolinite, 
pyrophyllite, etc. The final reactions that express the process are: 

Al203.Si02 + 3C = AI2O3 + SiC + 2CO 1. 
(kyanite) 

Al203.2Si02.2H20 + 6C = A1203 + 2SiC + 4CO + 2H20 2. 

(kaolinite) 

Al203.4Si02.H20 + 12 C = A1203 + 4 SiC + 8 CO + H20 3. 

(pyrophyllite) 

It is well known that zirconia (ZrQ2), in particular in the tetragonal form, can improve ceramic toughness 
due to the martensitic transformation (tetagonal to monoclinic zirconia) that increases phase volume and 
creates sites that are resistant to crack propagation [2,3,4]. In an initial approach, it was thought that zircon 
(ZrSi04), which is a common Zr mineral, could be introduced in the carbothermal reaction to form zirconia 
in the composite matrix. However, preliminary tests have shown that Al203-SiC-Zr02 cannot be obtained 
directly from carbon, kaolinite or kyanite and zircon reaction. Formation of Al^-SiC-ZrC is always 
resulted in an inert atmosphere. A further oxidation step is necessary to transform ZrC into ZrQ [5,6]. The 
reactions involved in the carbothermal process are derived and expressed by the following equations: 

3 (Al203.Si02) + 2 ZrSi04 + 21 C = 3A1203 + 5 SiC + 2 ZrC + 14 CO 4. 
(kyanite)       (zircon) 

3 (Al203.2Si02.2H20 ) + 2 ZrSi04 + 30 C = 3A1203 + 8 SiC + 2 ZrC + 20 CO + 6 H20 5. 
(kaolinite) (zircon) 

According to equations 4 and 5, the products have the following composition: 43% and 37% A^03; 28% 
and 38% SiC; 29% and 25% ZrC, respectively. 

Volatile silicon monoxide is an intermediate phase for SiC formation. Reaction of this gaseous phase with 
carbon produces silicon carbide according to the equation (6). The availability of SiO in the system is a 
parameter difficult to control. Part of forming carbon monoxide reduces more silica and part is lost in the 
fumes [7]. 

SiO (g) + 2C = SiC + CO (g) 6. 

This work presents results of an experimental investigation to synthesize A^03-SiC-Zr02 composite from 
kaolinite or kyanite and zircon and a brief discussion about the relevant thermodynamic concepts related to 
carbothermal reactions. 

EXPERIMENTAL PROGRAM 
Mixtures of zircon, kaolinite or kyanite (Table 1) and lamp black carbon were ground in a porcelain ball 
mill resulting in a homogeneous powder as fine as 1 urn. Around 32 g of the mixture were used to prepare 
pellets with diameter of 50.7 mm. Pellets were placed in graphite crucibles and heated in an induction 
vertical furnace with Argon atmosphere. Temperatures used for synthesis ranged from 1460 °C to 1600 °C 
with different residence time (120, 150 and 180 min) in the induction furnace. 
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Table 1. Chemical composition of kaolinite, kyanite and zircon. 

Substance Kaolinite (wt%) Kyanite (wt%) Zircon (wt%) 

A1203 38.74 57.56 0.01 

SiO, 44.54 39.87 33.76 

CaO 0.19 0.11 0.03 

Fe203 0.52 0.75 0.01 

MgO 0.05 0.15 0.01 

K20 0.16 0.05 0.01 

Na20 0.05 0.07 0.01 

P2O5 0.12 0.17 0.11 

Ti02 1.63 1.26 0.11 

MnO - - 0.03 

Ba - - 0.01 

Zr02 - - 65.23 

H20 14.0 - - 

RESULTS AND DISCUSSION 

Carbothermal Reactions 
The firing conditions have varied to determine the reaction steps to form A^Os, SiC and ZrC composite. 
The effect of changing composition of the reagents (carbon, kaolinite or kyanite and zircon) was tested in 
56 experiments and no other phase was produced, but rather, the same products with different compositions 
of A1203, SiC and ZrC. It was noticed that zircon is transformed into zirconia at the same temperature level 
(around 1300 °C) as when mullite and free silica are formed from kaolinite or kyanite. ZrC is not formed at 
temperatures below 1300 °C. At temperatures slightly below 1500°C and residence time between 120 and 
180 min., formation of alumina, SiC, ZrC, zirconia and mullite was always observed. 

Transformation of kaolinite or kyanite into mullite (3Al203.2Si02), free silica (Si02) and subsequently 
gaseous SiO formation is assumed as the first reaction step occurring at temperatures higher than 1300 °C 
[8]. At this temperature level, gaseous SiO reacts with carbon producing silicon carbide (SiC). Zircon is 
also transformed into zirconia at the same temperature range as observed by the presence of mullite and 
zirconia. Based on these experimental observations, the following intermediate reactions are proposed: 

3 (A1203 Si02)+ 2 ZrSi04 + 9 C = 3A1203.2Si02 + 3 SiC + 2 Zr02 + 6 CO 7. 
(kyanite)       (zircon) (mullite) (zirconia) 

3 (A1203 2Si02.2H20) + 2ZrSi04 + 18C = 3Al203.2Si02 + 6SiC + 2Zr02 + 12CO + 6H20 8. 
(kaolinite) (zircon) (mullite) (zirconia) 

At temperatures higher than 1500 °C, the products from the intermediate reactions (7 and 8) react with 
carbon to produce a-alumina (A1203), zirconium carbide (ZrC) and additional ß-silicon carbide (SiC). 
Zirconium carbide is formed as a product of zirconia reduction : 

3Al203.2Si02 + 2Zr02 + 12C = 2SiC + 2ZrC + 3A1203 + 8CO 9. 
(mullite)      (zirconia) (alumina) 
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3 kyanite + 2 zircon + 9 C = 2 zirconia + 3 SiC + mullite + 6 CO 
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: 3 kyanite + 2 zircon + 21 C = 3 alumina + 5 SiC + 2 ZrC + 14 CO 

Fig. 1. Free energy diagram of carbothermal reactions between kyanite and zircon 

Figures 1 and 2 are derived from thermodynamic data of intermediate reactions. At temperatures lower than 
1560 °C, mullite and zirconia are predominantly formed. Alumina and ZrC are stable at temperature levels 
higher than 1560 °C. Partial CO pressure was not measured inside the induction furnace during the 
synthesis process, but it plays significant role on the carbothermal reactions. For example, assuming the 
partial pressure as 1 atm, at 1500 °C, the free energy of reaction A+B, in Fig.2 (which is the equation 5), is 
-1205 kJ.mole"1. However if Pco is considered hypothetically as 10"2 atm, the free energy of the resulting 
reaction decreases to -2570 kJ.mole"1 indicating that the reaction becomes more favorable. Actually the 
partial pressure of CO is definitely lower than 1 atm as Argon is injected into the synthesis chamber. The 
Pco controls the conditions of ZrC formation. This can be a plausible explanation for the formation of ZrC 
at temperatures below 1560 °C as observed previously [9]. 
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A: 3 kaolinite + 2 zircon + 18 C = 2 zirconia + 6 SiC + mullite + 12 CO + 6 HbO 
B: mullite + 2 zirconia + 12 C = 3 alumina + 2 SiC + 2 ZrC + 8 CO 

A+B: 3 kaolinite + 2 zircon + 30 C = 3 alumina + 8 SiC + 2 ZrC + 20 CO + 6 H20 

Fig. 2. Free energy diagram of carbothermal reactions between kaolinite and zircon 

The equilibrium (AG°= 0) temperature of the final equation (A+B, in Fig. 1) of carbothermal reaction of 
kyanite and zircon is calculated as 1520 °C. This indicates that the reaction becomes spontaneous above 
this temperature. However, until 1560 °C, the free energy of the intermediate reaction A (formation of 
zirconia, SiC and mullite) is lower than the reaction A+B. Thus, only above 1560 °C, does reaction A+B, 
becomes thermodynamically favorable. 
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Reaction yields were calculated by dividing the amount of SiC formed in the system analyzed by 
quantitative x-ray diffractometry by the theoretical %wt SiC according to equation 4: 31.2%SiC and 
equation 5: 37.8% SiC. The yields ranged from 85% to 99%. -Losses of SiO (gaseous) as well as the 
formation of amorphous Si02 are the main factors controlling reaction yield. 

Oxidation Tests 
Oxidation of ZrC was studied in both an TGA equipment and electric furnace using analytical grade ZrC. 
Pure ß-SiC (grain size of 0.5um) was also used to evaluate the degree of oxidation of this compound under 
oxidizing conditions (air and oxygen). Using TGA equipment, no relevant oxidation was observed when 
SiC particles were heated up to 900 °C with oxygen (Figure 3). In contrast, 26 mg of pure ZrC increased 
20% of weight when oxidized at temperatures higher than 600 °C with oxygen forming monoclinic and 
tetragonal Zr02. 
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Fig. 3. Oxidation of ZrC and SiC Thermogravimetric Analysis. 

In an electric furnace at 700 °C, it was observed by x-ray diffraction and weight gain control that, 20 g of a 
thin layer of ZrC spread on an alumina tube were partially oxidized after 12 hours of heating with oxygen 
injection. Monoclinic zirconia was resulted together with an intermediate compound (supposedly zirconium 
oxi-carbide) which is likely formed as a thin layer onto ZrC particles that hinders oxidation progress. This 
phase, as previously observed by other authors [5, 10](Bartlett et al., 1963; Shimada and Ishii, 1990), is 
formed as a result of poor oxygen diffusion into ZrC particles. Complete oxidation of ZrC was only 
achieved introducing 20% of a strong oxidizing agent (KNO?) in the system. In this case, the oxidation time 
was reduced to 5 hours, temperature to 500 °C and a mixture of tetragonal and monoclinic zirconia was 
obtained. Once oxidation step was completed, the excess oxidizing agent was easily removed from the final 
composite powder with hot water. No relevant oxidation was observed when pure ß-SiC was oxidized 
under the same conditions as zirconium carbide. 

X-ray diffraction pattern of the composite powders oxidized with potassium nitrate, clearly indicated 
formation of both monoclinic and tetragonal zirconia (Figure 4). The concentration of the tetragonal phase 
in different powders varied from 30% to almost 100% of the total amount of zirconia. Even with the 
oxidizing agent, the more dispersed was the powder in the oxidation process, the more tetragonal zirconia 
was obtained (Figure 5). 

Particle Analysis 
It has been earlier reported [11] that the particles of SiC and AI2O3 formed from reduction of 
aluminosilicates are normally very small, in the range of below 1 urn. This is specially true if lamp black is 
used as the carbon source. Furthermore, it was also observed that the particle size and shape of SiC can be 
controlled by using morphologically controlled carbon powder in the carbothermal reduction process [8]. 
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In this investigation it is also considered that particle size of the final phases, specially that of ZrC and 
Zr02, may have important bearings in developing tough ceramic composite materials. To enhance the 
fracture toughness by transformation toughening, the size and size-distribution of the ZrQ phase in the 
matrix are critical parameters. With this in view, particle size analyses were carried out on specimens 
containing ZrC and also on oxidized samples containing only ZrQ (in addition to SiC and A1203 being 
present in all systems). It is also well known that very fine particles of zirconia (< 0.2 urn) are normally in 
the metastable state of tetragonal form at ambient temperature. 

X-ray Intensity (cps) 

a = alumina 
c = silicon carbide 
zt = zirconia tetragonal 
zm = zirconia monoclinic 
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Fig. 4. X-ray pattern showing the presence of both tetragonal and monoclinic zirconia 
in the system alumina-silicon carbide-zirconia (after oxidation) 
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Fig. 5. X-ray pattern showing the predominance of tetragonal zirconia 
in the system alumina-silicon carbide-zirconia (after oxidation). 

Figure 5 shows the x-ray diffraction pattern of a sample in which all ZrQ is in the form of tetragonal 
phase. Particle size analyses carried out on the powders containing Afe03, SiC and ZrC (before oxidation) 
have shown that 50% of particles before oxidation are smaller than 1 urn. The larger particles are identified 
as A1203 by SEM coupled with EDS. As a matter of fact, SEM photographs with EDS analysis showed that 
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almost all Zr02 particles formed after oxidation are finer than 0.5 um. This suggests finer particles of ZrC 
transform preferentially into tetragonal zirconia [12]. Not infrequently, ZrC particles form agglomerates in 
the oxidation step. This favors formation of monoclinic Zr02. 

Fracture Toughness of Pellets 
The densification of Al203-SiC-Zr02 powder utilized a hot pressing process at 1800 °C and 20 MPa to 
produce pellets with diameter of 20 mm. About 33 pressing tests were conducted. It was observed that a 
significant part of the tetragonal zirconia was transformed into monoclinic phase after hot pressing. Adding 
5%mole of ytria (Y203) related to zirconia moles, most zirconia in the pressed powder was obtained in the 
tetragonal form. The final pellet achieved 97% densification. 

Fracture toughness was evaluated calculating the KJC, critical stress intensity factor, by using Vickers 
indentation method. Three composite powders were synthesized to prepare ytria-stabilized pellets of 
powders with 0, 7.9% and 17.1% vol Zr02 and 54.6%, 23.4% and 43.6% vol SiC. The KIC results shown in 
Table 2 are in agreement with previous works, that excess zirconia does not contribute to increase fracture 
toughness. According to Wang and Stevens [13], the fracture toughness of Al203-Zr02 composites 
increases linearly for mixtures up to 10% vol ZrQ2 and then decreases for mixtures with additional zirconia. 
Deleterious effects on fracture toughness of Al203-SiC-Zr02 composites with more than 25% vol of SiC 
and 15% vol of Zr02 have also been observed [14]. High contents of ZrO> and SiC derive conjugated 
effects on the micro-crack propagation mechanisms that, ultimately, reduce toughness. 

Table 2. Fracture toughness of ceramic composites with and without zirconia 

Composite Zr02 

(%vol) 
SiC 

(%vol) 
Original mixture of reagents in the 

carbothermal reaction (MPa.m172 ) 
Al203-SiC 0 54.6 78.2% kaolinite + 21.8% C 5.8 + 0.3 
Al203-SiC-Zr02 7.9 23.4 70.2% kaolinite + 8.5% zircon + 21.3% C 7.5 ±1.1 
Al203-SiC-Zr02* 17.1 43.6 51.6% kaolinite + 24.4% zircon + 24.7% C 5.5±0.8 

* stoichiometric composition according to equation (5) 

CONCLUSIONS 
Al203-SiC-ZrC is preferentially formed by carbothermal reaction of kaolinite or kyanite and zircon in 
Argon atmosphere. An oxidation step, using a strong oxidizing agent, such as KNO2, is needed to convert 
effectively ZrC into Z1O2 to obtain powder of Al203-SiC-Zr02 as final product. Without potassium nitrate, 
a passive thin layer is likely formed onto ZrC particles hindering oxidation. It is inferred by SEM-EDS 
observations together with x-ray diffraction that tetragonal zirconia is formed preferentially from small 
particles of ZrC. Furthermore, in the oxidation process, monoclinic zirconia is predominantly formed from 
larger particles of ZrC or from agglomerates. Particle dispersion in the oxidation process is a key step in 
obtaining tetragonal zirconia in the composite powder. 

Thermodynamic data have supported the test results, in which ZrOfe and mullite are formed at temperatures 
below 1560 °C in the carbothermal synthesis. The Al203-SiC-ZrC composite powder is preferentially 
formed at temperatures above 1560 °C at 1 atm. Variations in the amounts of kaolinite and zircon did not 
form different products but always the same composite (Al203-SiC-ZrC) powder with different 
compositions. 

The fracture toughness of pellets of Al203-SiC-Zr02 with 7.9%vol Zr02 and 23.4%vol SiC densified by hot 
pressing increased about 30% compared with Al203-SiC composites also obtained by carbothermal process. 
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ABSTRACT 
Single stage and double stage interrupted hot compression tests on the Thermecmastor-Z simulator for 
physical simulating hot rolling have been carried out for a 00Cr20Nil8Mo6Cu[N] austenitic stainless steel 
under high temperature range from 1223K to 1373K and various strain rates. The dynamic and static 
mechanical behaviors and mirostructure evolution of the steel were studied. The deformation activation 
energies of dynamic, static and metadynamic recrystallization were calculated. A serials of perfect flow 
stress models considering dynamic recrystallization were established. The predicted results agree well with 
the experiment data. Kinetic modeling of metadynamic and static recrystallization has also been determined. 

Key Words: Flow stress, Hot deformation, Stainless steel 

INTRODUCTION 
The alloying of high molybdenum and high nitrogen is the fundamental of developing modern highly- 
alloyed austenitic stainless steels, its optimum resistance to pitting and stress corrosion are commonly 
acknowledged [1,2]. In this system, 00Cr20Nil8Mo6Cu[N] and 00Cr20Nil8Mo5Mo[N] are widely applied 
to oceanics, petroleum chemistry industry etc.[l,2]. However, these kinds of materials of high alloy are hard 
to processing and normally have worse plasticity. It is necessary to improve the processing properties 
during hot working and to control the microstructure. 

For improving the workability and studying characterization of hot deformation of stainless steels, more 
considerable studies were carried out on conventional type 300 stainless steels[3-4], but systematic studies 
on high temperature deformation and evolution of microstructure were relatively few for high molybdenum 
and high nitrogen highly-alloyed austenitic stainless steels[5,6]. 

This paper is aimed at promoting high molybdenum and high nitrogen 00Cr20Nil8Mo6Cu[N] Austenitic 
stainless steelfc hot workability and improving hot processing behaviors. Single and double compression 
tests were carried out on Thermecmaster-Z simulator, together with studying evolution of microstructure 
with OM, SEM and TEM, the flow stress model, hot deformation behaviors such as dynamic and static 
recrystallization, softening behaviors and microstructure evolution for high Mo and high N 
00Cr20Nil8Mo6Cu[N] Austenitic stainless steel were investigated. 

EXPERIMENTAL PROCEDURE 
The chemical composition of the experimental Austenitic Stainless Steel 00Cr20Nil8Mo6Cu[N] is shown 
in Table 1 in weight percent. 

Table 1 The Chemical Composition of 00Cr20Nil8Mo6Cu[N] steel (wt%) 

C Si Mn P S Ni Cr Mo Cu N 
wt% <0.03 <0.80 <0.80 <0.03 <0.03 17.50-20.05 19.0-21.0 5.2-6.3 0.5-1.0 0.15-0.25 

The experimental materials underwent prior homogenous solid-solute treatment. Then machined to cylinder 
specimens with 08mm} 12mm. The experimental specimens were compressed on the Thermecmaster-Z 

»Supported by NSFC (59571065) 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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simulator, using the methods of single-stage and double-stage hot compression tests. Single-stage tests were 

conducted under various temperature(950-1100°C) and strain rates (0.1s"1 -60s"1) with strain of 0.8. 

Double-stage tests were conducted under various temperature(900-1050°C) and prestrain (0.3-0.6) as 
interpass time ranged from Is to 200s. Hot deformed materials were rapid-cooled in Ar, N2 or water to 
investigate the evolution of microstructures. 

RESULTS AND DISCUSSION 

Calculation of activation energy for hot deformation 
Plastic deformation of materials was a process ofthermo/mechanical activation. The relationship between 
flow stress and temperature, strain rate is showed by the following equation: 

e = A[sinh(ocass*)]mexp(-Q/RT) 1. 

Z = A[sinh(ocoss )]m = e exp(Q/RT) 2. 

Where Q is the apparent activation energy for hot deformation, ass* is the saturation stress, A and m are 
experimental constants, a is the optimum factor which is unrelated to experimental conditions. According to 
McQueen, a for stainless steel is 0.012 [4]. From Equation 1 and 2, we can get the following equations: 

Q = R[31ne/3(l/T)]a=const 3. 

Q = R[3lnsinh(aass*)/3( 1 /T)]. /[31nsinh(aass* )/31n I ]T 4. 
e 

The activation energy for 00Cr20Nil8Mo6Cu[N] Austenitic Stainless Steel is calculated as 586.7KJ/mol. 
Calculation result shows that experimental steel has much higher Q than normal low-carbon steels(200- 
300KJ/mol), alloyed steels and other austenitic stainless steels(400-500KJ/mol), it is due to their high alloy 
content (44%). The increase in alloy content, especially Mo will obviously raise the activation energy. 

400     600     800    1000   1200   1400 
Temperature (K) 

Fig. 1. Plot of css* vs. T. Convergence of the 
extrapolation at 0 K determines the 
maximum saturation stress. 

4.0 

MaVaO 
Fig. 2. Relationship between In (*e ) and ln( ass*0/ 

AH can be calculated from the slopes. 

Saturation Stress ass* 
Saturation stress is the revised value of peak stress (cp) considering dynamic recovery (DRV) without the 
occurence of dynamic recrystallization (DRX), so ap in the true stress-strain curves is lower then css\ 
Dependence of css on deformation can be demonstrated by the following Kocks-Mecking equation [7]: 

e/Eo=(ass/css0)I7RT 

AH( 0) = Tln( ossV Gss*) 
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where e is strain rate, ass is saturation stress, E 0 is constant for the given materials, css 0 is the maximum 
saturate stress at 0 K, which can be obtained by extrapolating the ln(crss*) vs. T lines ( as in Fig. 1) to 0 K. In 
the experiment ass*0=1.26xl04Mpa, T is the fault stacking energy parameter, AH is activation enthalpy. For 
a given material, AH varies with deformation conditions at low temperature while at high temperature, AH 
agrees reasonably well with the activation energy, AH can be calculated from the following equation: 

In (e ) = In (e „HVRTln ( cssV cs*) 7. 

From the In (e ) vs. ln( cssV os*) plot shown in Fig. 2., T is determined. According to Equation 6, AH can 
be obtained easily. In the experiment, AH increases as temperature increases and decreases as strain rate 
increases ~ the values range from 480 to 620, and approximate to the activation energy at high temperature. 

Kinetics of dynamic recrystallization 
The fraction of dynamic recrystallization is defined as: 

X=(c*ss-c)/(a*ss-Gs) 8. 

Where o*ss is the saturation stress, os is the steady flow stress, a is the flow stress under various deformation 
conditions. According to the Johnson-Mehl-Avrami equation: 

X=l-exp[-A(e-8p)n] 9. 

Where n is the Avrami coefficient, A is a constant, ep is the peak strain, former investigation shows [8]: 

ep=K'Zm=1.84xlO"4Z0128 11. 

m and K' are calculated as m=0.128, K-1.84X10"4. The linear relationship of ln(ln(l/(l-X))) vs. ln(e-ep) is 
shown in Fig. 3, but the lines are not parallel to each other, demonstrating that the Avrami coefficient (n) is 
not a constant under various deformation conditions. Under experimental conditions, the value of n ranges 
from 0.9 to 2, depending on deformation parameters. The mathematical model for the Avrami coefficient is 
established as follows: 

n=A e p exp(Q/RT)=0.048 E 
0061exp(35.99(KJ/mol)/RT) 

A, p, Q are calculated as A=0.048, p=0.061, Q=35.99KJ/mol respectively. 

12. 

There are different views concerning the Avrami coefficient n. Larsraoin [9] held that the value of n is a 
constant of about 1.5, but this idea does not conform with reality. Febregue [10] considered n to be a 
function of E and T. The results of our experiments are similar to that of Febregue. There is great variation 
in the value of coefficient A. In the experiment, the value of A ranged form 1.49 to 8.17. Generally, it is 
considered that A depends on deformation conditions, but this needs further research. 
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Fig. 3. Relationship of ln(ln(l/(l-X))) vs. ln(e-ep) 
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Fig. 4. Comparison of model prediction and 
experimental data. 
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The Flow Stress Model Before and After Dynamic Recrystallization 
Strain-Stress curves show the internal link of flow stress and deformation conditions and the evolution of 
microstructures. Here using the Jonas [11] model to define the flow stress before peak stress: 

G -Oss   +(<*> -css   )e     1 13. 

where o0 is the initial stress and Q is the parameter of dynamic recovery. The initial stress, c0, can be 
obtained by means of regression or by reading directly from strain-stress curves. The value ofQ depends on 
the deformation temperature and strain rate. For the experiment, Q was defined as: 

Q=4.42xl05 E -°-093exp(1.08xl05/RT) 

which agrees with the result ofYoshiels experiment [12]. 

The relationship of css and deformation conditions has been investigated in this paper. From Equation 1 
and 2, css can also be expressed as: 

oss =sin 1h(AZ"m)/a83.3shrh(2.17xl(rZu^/) 

where A and 1/m are calculated as A=2.17xl0"5 and l/m=0.237, respectively. 

14. 

A softening function is not considered in the model before dynamic recrystallization, while after dynamic 
recrystallization, it must be taken into account. By combining Equations 8 and 9, o can be described as: 

c=o*ss-(c*ss-cs) {1 -exp[-A(e-£p)n] 15. 

So, the integrated mathematical flow stress models have now been formulated. To verify reliability of the 
model, we compared the predicted data with the experiment data in Fig. 4., which demonstrates the data are 
approximately in accord with each other, so the model reliability is confirmed. 

Evolution of Microstructures for Dynamic Softening 
Because of the high alloy ingredients in the experimental steel, dynamic recrystallization is retarded, 
therefore, the steel has a high recrystallization temperature. Fig. 5 represents the effects of deformation 
temperature and strain rate on dynamic recrystallization. If the temperature is only 950 °C, even with a 
strain rate as high as 60s"1 (high strain rate can hasten recrystallization), only a small quantity of 
recrystallized grains appear at the grain boundaries. When the temperature is below 950 °C, it is diffcult for 
recrystallization to occur. An increase in temperature can promote recrystallization. When the temperature 
reaches 1000 °C, a large quantity of recrystallized grains appear and expand into the initial crystal as the 
strain rate is only 0.1s"1. The dynamic recrystallization tends to complete at high strain rate as temperature 
increases up to 1050 °C, it is indicated that high strain rate can enhance recrystallization at high 
temperature. 

a. 

Fig. 5. Microstructures of dynamic modelling (SEM) a. T=950 °C, e=60s"' b.T=1000°C, e^.ls"1 
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Metadynamic Recrystallization and Static Recrystallization Results 
By interrupting the compression tests beyond the critical strain of dynamic recrystallization, metadynamic 
recrystallization (MDRX) and static recrystallization (SRX) takes place during the interpass time. 75% 
softening occurred after 100 seconds of maintaining the prestrain at 0.4, the strain rate at 2 s"1, the holding 
temperature at 1050°C. Elongating the interpass time from 100s to 200s caused the softening fraction to 
increase only slightly as shown in Fig. 6. It is demonstrated that the softening process is complete after 100 
seconds of interpass, but work-hardening was not completely extinct. Incomplete softening deduced from 
the appearance of MDRX was reported by Sakai et.al. [13] from investigations into hot deformation 
behavior of Ni multi-crystals. 
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Fig. 6. Static softening fraction curves of high Mo austenitic stainless steel 

The kinetics of conventional static recrystallization can be described by the following equation [14]: 

X=l-exp[-0.693(t/t0.5)
n] 

where X is the recrystallized volume fraction, n is the Avrami exponent, ( about 0.5 for the experimental 
steel), to.s is the time for 50% recrystallization, which is an important parameter for SRX and MDRX which 
implies the rate of SRX and MDRX. As for SRX, prestrain greatly influences the value of fc.s, while strain 
rate shows little effect on I0.5. In fact, most researchers simply choose to ignore the effect of strain rate on 
SRX. But for MDRX, the value of to.s largely depends on strain rate, while the effect of prestrain can be 
ignored [15]. So the following equations are obtained for SRX and MDRX, respectively: 

16. 

t0.5=A18
mexp(QSRX/RT)   , (For SRX) 

to.5=A2e
nexp(QMDRX/RT)   , (For MDRX) 

17. 

18. 

where QSRX, QMDRX are activation energies for SRX and MDRX, respectively. By nonlinear regression, the 
value of the experimental constants for high-Mo stainless steel was determined to be: 

A,=2.21xl0"",   A2=5.60xl0"9,   m=-1.79, n=-0.365,   QSRX=483.7KJ/mol,   QMDRX=253.5 KJ/mol. 

Because metadynamic recrystallization is a growth process of a dynamic recrystallized nucleus, it has no 
pregnant period, so the activation energy is much lower then that of static recrystallization. 
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CONCLUSION 
1 The activation energies for hot deformation, static recrystallization and metadynamic recrystallization are 

586.7 KJ/mol, 483.7 KJ/mol and 253.5 KJ/mol, respectively. 

2 The flow stress models are established as: 

o2=ass*2+(a0
2-oss*2)e"QE,   (e<ep), a=a*ss-(o*ss-ads){l-exp[-A(e-ep)n]},  (e>ep) 

ass*=83.3sin'1h(2.17xl0"5Z0-237), Q=4.42xl05e"0093exp(1.08xl05/RT), 

n-0.048e0061 exp(3.60xl04/RT),  ep=1.84xl0"4Z0128 

3 The Avrami coefficient of MDRX is about 0.5, and the kinetics of MDRX and SRX are demonstrated by 
following equations: 

to.5 = 2.29x10"'yu9exp(4.83xl05/RT), (For SRX) 

to.5 = 5.6xl0"9e -°-365exp(253.5xl05/RT), (For MDRX) 

4 For dynamic recrystallization to be retarded by high alloy ingredients, the tested steel must have a high 
recrystallization temperature. So, carrying out single-stage deformation above 1050 °C and using high 
strain rate (10 s" - 60 s") is advantageous for inducing dynamic recrystallization and decreasing cracks. 

5 Increasing holding temperature and interpass time can assist in the occurrence of static recrystallization. 
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ABSTRACT 
Engineering, operations research, and management science use scientific and engineering processes to 
design, plan, and schedule increasingly more complex industrial systems in order to enhance performance. 
One can argue that the systems have grown in complexity over the years mainly due to increased strive for 
resource optimization combined with a greater degree of uncertainty in the system's environment. 
Information is seen as one of the main resources that managers try to use in an optimal way. Managing 
complex systems requires a greater understanding and knowledge about the role of information in systems 
operation. Today, a growing complexity of information flow is a characteristics of enterprises which 
concerns products to be manufactured, services to be offered, processes and company structures. Complex 
systems also operate in changing environments surrounded by numerous uncertainties and disturbances. 
Difficulties arise from unexpected tasks and events and from a multitude of possible failures and other 
interactions during the attempt to control various activities in dynamic environments. Therefore, 
management of information is one of the most important aspects to be considered in intelligent 
management systems, which are expected to solve unforeseen problems, even on the basis of incomplete 
and imprecise information. The paper discusses the importance of information in operation management as 
well as new challenges in information modelling, visualisation and communication in information society. 

INTRODUCTION 
Information becomes an increasingly more important resource in all kinds of business, industrial, and 
service operations. Changes, uncertainty, imprecision, and complexity became the most important factors 
affecting the behaviour of modern markets. Functioning in such markets requires increasing amount of 
information to be processed in substantially shorter periods of time. Therefore the time span left for 
decision making is dramatically decreased. 

Some major problems associated with these facts can be traced to the level of operational management of a 
company. The efficiency of management at that level depends mainly on the amount of time needed to 
react to changes in both internal and external environments in which a given company is functioning. This 
efficiency depends heavily on the realization cycle of clients' tasks, tasks being thespiritus movens of any 
business, and the lack of them resulting in operational termination and bankruptcy. 

The operational management level is increasingly more often a decisive factor in a company's survival and 
expansion. We have to concentrate on this level of management as much as on tactical and strategic levels 
that are usually the main focus of companies today. The operational level at which tasks are processed is no 
longer a stable one. A number of parameters associated with these tasks can change and will be changing 
more and more often as the dynamics of external environment increases. 

Demand for Information 
Functioning in uncertain and imprecise conditions requires predictions of future states of environment in 

which systems operate. It requires increasingly more efficient and intelligent decision support tools that are 
able to cope with unexpected changes. Application of such tools usually means significantly greater 
demand for information and larger amount of information must be processed at all management levels. 
Information that is needed often originates at different, geographically distributed sources and is available 
in different forms and different coding. Thus, new tools are needed to cope with this emerging problem of 
information diversity. The challenge of the next millenium will be to retrieve and transform huge amounts 
of different forms of information into knowledge needed to support our decision making processes. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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CHALLENGES OF THE NEXT MILLENIUM 
Managing companies in the next century, the century of information society, will necessitate the use of new 
means of communication with external environment. It will also require much greater adaptability of 
companies, it will require the companies of the next Millenium to be transformed into intelligent, learning 
organizations able to cope with globalization of information resources. This globalization means that the 
main problem will not be the access to information but the ability to mine it and then to transform it into a 
useful operational and strategic resource. 

The increasing frequency of change in the state of the environment in which a company operates, creates an 
important challenge related to time. Time becomes a decisive factor in information retrieval and decision- 
making processes. Managing complex industrial systems (manufacturing, processing, distribution, 
servicing, mining, etc.) that function in uncertain information-rich environments requires greater 
understanding and knowledge of the role of information in systems operation. To gain this understanding, a 
theory will be needed that could be used to model and evaluate information flow in different situations. 

In fact, our needs for the next century go well beyond the above in requirement for a theory considering 
important practical issues of information, i.e. delays, incompleteness, imprecision and loss in value. The 
current practice of dealing with such issues are mostly when problems are detected and reactively. This 
situation may not be desirable and definitely be a major drawback for complex systems that more and more 
rely on the timeliness and quality of information for their operation. A theory, in this respect, would greatly 
enhance the understanding of the various factors that influence the quality of information to the benefit of 
better decisions in adequate time. 

Systems become increasingly complex. Their decomposition into smaller units is the usual way to 
overcome the problem of complexity. This has historically led to the development of atomized structures 
consisting of a limited number of autonomous subsystems that decide about their own information input 
and output requirements, i.e. can be characterized by what is called an information closure. Autonomous 
subsystems can still be interrelated and embedded in larger systems, as autonomy and independence are not 
equivalent concepts. These ideas are recently gaining very strong interest in both academia and industry, 
and the atomized approach to information flow modelling and evaluation is an idea whose time has 
certainly come. [1,2, 3,4]. 

In a real-world context autonomous subsystems consist of groups of people and/or machines tied by the 
flow of information both within a given subsystem and between this subsystem and its external 
environment [5, 6]. A theory is needed that could be used to evaluate such an information flow. The theory 
should allow for the evaluation of an information flow to be performed for different types of external and 
internal environments of a given subsystem. It should take into account two basic cases, i.e., static and 
dynamic processes describing the external environment. Such issues as the role of correlation and 
interaction, and the losses caused by incomplete and delayed information should also be considered. The 
theory should also accommodate the question of uncertain and imprecise information flow modelling. 
In particular we will have to address the frequent situations in which the following should be answered: 

"How to structure an exchange of information between a system and its uncertain, dynamic and imprecise 
environment? " 

and 

"What is better, complete information but heavily delayed, or incomplete information less delayed?" 

The value of information that flows within a given subsystem is different for different information 
structures and different environments [6, 7]. It can be considerably affected by two major attributes of 
information: incompleteness and delay. The highest value will be possessed by a full information structure 
(including all relevant information possible). On the other hand, gathering information in a dynamic 
environment causes its delay. Both delay and incompleteness can be represented by losses in the value of 
the information structure. Currently, there is no theoretical foundation for such a representation but 
managers of the next millenium will certainly need it. 
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The delay of information combined with the dynamics in the environment can cause substantial losses in 
the value of information as a useful resource in decision support. We have to turn huge amounts of 
information into knowledge needed for our knowledge-based systems very fast. Quick perception of 
information becomes an important issue. Another challenge emerges here - visualization of information. 

Visualization of Information 
We no longer have time to study pages of reports and columns of data. We have to visualize information 
quickly and effectively. New tools are needed to support the ways we communicate information to the 
decision maker. Visualization and presentation of information becomes one of the most important areas of 
research in Cybernetics and Artificial Intelligence. 

Visualization can help make sense of the flood of data. When applied with some insight into visual 
perception and with attention to the nature of the data, and how the data are to be used visualization can 
become a very powerful tool in future intelligent information systems. Current and future research trends in 
this area include such important topics as [8, 9, 10, 11, 12]: 

colour and information, 
complexity and clarity of human perception, 
use of multi-media, internet, and WWW screens, 
animation for scientific visualizations, 
design of efficient computer interfaces. 

Use of colour in presenting data becomes an increasingly important research topic. The key issue is the 
color-map which may be defined as a mapping from data to colour. In most colour maps, red is mapped to 
the highest data value, blue to the lowest, and the other data values are interpolated along the full extent of 
the rainbow spectrum. An example would be a temperature profile over land mass on a weather map. 

But there are some unsolved problems related to colour data representation. Colour is a perceptual 
phenomenon. What is commonly called colour is only one of three parameters. Another is the brightness of 
the signal - intensity. The third is the admixture of white - saturation. To add to the complexity of the 
problem, the above parameters' relationship to what is perceived is nonlinear. Colour perception issue in 
data mapping is one of the challenges in information management for the next century. 

Opportunities and Challenges 
Clearly, better visual representations of data are needed, particularly by way of colormaps that will induce 
more faithful impressions of the structure hidden in the data. The basic challenge here is: how should 
colour be used to encode characteristics of interest in a dataset. Perceptual encoding becomes an area of 
focus in visualization of information. Some pioneering work here has already been done at IBM for its 
product known as Visualization Data Explorer (DX) which is a visual language, object based package [8]. 
A software called Pravda (perceptual rule-based architecture for visualizing data accurately) is a support 
tool developed to choose for colormapping based on principles of perception and colour theory. Pravda can 
be used interactively with DX. The data to be visualized are imported into DX and flow in to a module 
called PravdaColor. This tool determines the data's characteristics including their spatial frequency. With 
the aid of a control panel, the user can select the colormapping goal of the final visualization. Pravda is not 
available commercially, but a version of it may be in the future. 

The ability of presenting information in a picture form becomes crucial as this form is the fastest and most 
natural way of communicating data to a decision maker. This form combined with voice, animation and 
colour and presented by multimedia techniques as ars electronica transforms real-life reality in which a 
company functions into virtual reality in cyberspace. Management of information in the next millenium 
will focus a good part of its efforts on a number of cyberspace related techniques and tools and their 
implementation in decision support processes. 

Of some interest here may be the fact that one of the best graphical representations of information was 
developed in 1869 by Charles Minard [12]. It depicts the losses suffered by Napoleon's army in the Russian 
campaign of 1812. Six variables were plotted in that graph which tells a rich coherent story with its 
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multivariate data, far more enlightening than just a single number posed again time. Minard's chart is still 
regarded as one of the best graphical representation of data ever drawn. 

Presentation of information in cyberspace, the virtual reality perspective from which we will be able to 
observe and judge how a given complex system functions, creates new opportunities for better, more 
efficient management of companies of the next century. There also are, however, completely new dangers 
that we have to be aware of. 

The time factor is one of the main decision making constraints in the sense that we cannot go back and 
change decisions that were not optimal. Virtual reality often develops an illusion that the above is possible. 
This may cause serious underestimation of risks associated with our decisions. Another problem associated 
with multimedia forms of information visualization is its security. New tools will be needed to restrict 
access to confidential parts of information. 

As computer systems processing information in increasingly more dynamic and uncertain environments 
become more powerful and complex, our interactions with them have become more information laden and, 
consequently, more burdensome. It is now generally recognized that new intelligent user interfaces will be 
needed. The pieces of solutions to this problem are coming together from a variety of disciplines, including 
machine learning, user modeling, intelligent tutoring, information retrieval, and data mining. Furthermore, 
related work is discussed in the field of autonomous multiagent systems. 

Despite the above dangers the interest in visualization of information and its presentation through various 
forms of ars electronica is growing very rapidly. It is seen as one of the most important means of possible 
increase of efficiency and quality of information management in the next millenium. 
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ABSTRACT 
The need for intelligent machines in sheet metal fabricating is explained and the concept of an intelligent 
machine is introduced. Some examples of intelligent bending machines are introduced and their drawbacks 
discussed. Intelligent machines for sheet metal forming are also introduced. 

INTRODUCTION 
The manufacturing circumstances of Japanese industries, especially the sheet metal fabricating industries, 
is very difficult these days. Small enterprises in this field are faced with problems such as high labor costs, 
diversification of customers needs and an aging labor force. Skills are not easy to transfer to new young 
laborers because of the difficulties in employing young workers these days in this industry . Some 
companies face the crisis of continuing their business because of these problems. 

Intelligent manufacturing methodologies are expected to deal with this critical circumstance. Fully- 
automated intelligent machines which produce products autonomously are a dream and the final objective 
of engineers and scientists in the field of manufacturing science. If these enterprises can use intelligent 
sheet metal fabricating machines, they will be able to continue their functions profitably. The methodology, 
however, is not always applicable and useful in practical problems. This paper presents the present status of 
intelligent machines in sheet metal fabricating and forming in Japan. 

STATUS OF INTELLIGENT MACHINE IN SHEET METAL FABRICATING 

The Concept of the Intelligent Machine 
The concept of the intelligent machine has not yet been established in a standardized way. The author has 

proposed a concept of the intelligent machine analogous with the human being [1] (see Figure 1.). 

Fig. 1. Notion of the intelligent machine. 

An intelligent machine must have a computer instead of a head and brain; sensing devices instead of 
senses, i.e., eyes, nose, etc.; mechanical working functions instead of hands and feet; and a network instead 
of a central nervous system which connects these functions organically. Special attention should be paid to 
the sensing devices that are not only for feedback control such as a tachometer of a servo-motor attached 
for closed loop NC, but also for higher optimization of operations. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Intelligent Bending Machines 
Sheet metal fabricating consists of sheet metal shearing/cutting and punching, bending and joining / 
welding / connecting. Tapping and deburring are done during these processes, but these are outside the 
scope of the present paper. Some bending machines are known as intelligent machines. Bending processes, 
especially bending by press-brake, is one of the most flexible processing operations and so, bending 
machines require operators with special skills. Figure2 shows a typical press-brake. Processing times of 
bending by press-brake are usually long. These characteristics of the press-brake has lead to the 
development of it as an intelligent machine. 

Upper table 
I  

Inteftnedisie Mock 
I  

T =?= 

DODQOC3QÖDQBÖ 

Punch 
Material 

Lower tabfc 

Stroke A- 

Vppit table 

Tntmnediftte 
block  

Material 
Die 

Lower iabte. 

Stroke jf 

ZLetl hydraulic Crowning   \ Eight hydraulic 
.cylinder        \eylin<ier 

Fig. 2. View of up-stroking press-brake. 

Frame 

YHydraulic cylinder 

Investigations and development of intelligent bending machines in universities [2,3,4] have been conducted 
over the past ten years in Japan. The key feature of these developed machines is to decide operating 
conditions by themselves from measuring and identifying the material characteristics. Figure 3 shows an 
example of an intelligent bending system developed by Yang et. al.[4]. Bending load, stroke and bending 
angle of the metal sheet are measured and the material characteristics are identified. The correct operating 
conditions are then decided by the computer to determine the objective bending angle. 
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Fig. 3. Block chart of intelligent bending system. 

The methods used to identify material characteristics are as follows: 

1) simulation or theoretical analysis [2]. 
2) utilization of a data base [3,4]. 

If we consider the calculation time of a computer, the latter method is considered to be more effective. 
However, it is usually difficult to predict bending deformation of a specimen perfectly by utilizing a data 
base alone. In the system in Figure 3, Fuzzy Control is adopted to correct the deformation predicted by the 
data base. This provides a method to rapidly approximate the correct deformation requirements. To 
construct a data base for bending deformation of many materials requires many bending tests. Simulation 
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or theoretical analysis is sometimes useful to help to construct the data base. In simulation or theoretical 
analysis, material characteristics are easily changed, but we must note that simulated or calculated behavior 
is sometimes isolated from the actual bending behavior. 

Developments of intelligent press-brakes in industry has also been done. A primitive intelligent press-brake 
was put on the market over ten years ago. The machine is driven by an AC-servo motor and has in-process 
sensing functions for load and stroke. By utilizing a load-stroke diagram, this machine has good 
reproducibility compared with conventional press-brakes. Using almost the same idea, hydraulic press- 
brake have also been developed with in-process load-sensing devices [5]. In Figure 4a, the typical 
relationship between bending forces, stroke and time are shown, while in Figure 4b, schematic diagrams of 
the deformation of bending, i.e., air-bending and bottoming, are shown. The maximum value of loads in the 
air-bending domain (Fm in Figure 4a) has positive correlation with the thickness of the metal sheet. The 
algorithm of this newly-developed intelligent press brake is as follows: Reference maximum bending loads 
in the air-bending domain is measured and stored in the computer. A slight change in the thickness of the 
metal sheet is identified by the slight deviation in the maximum load, and by utilizing this deviation, the 
final bending load in the bottoming domain is calculated. 
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Fig. 4. Model pattern of bending force change (a), and diagrams of the deformation of bending (b & c). 

Figure 5 shows a comparison of scattered bending angle of conventional press brakes (white squares in 
Figure 5) with the results of newly-developed press brake (black circles in Figure 5). Improvement in 
reproducibility of bending angle can be clearly seen as compared with the original machine. A method 
which improves the accuracy of longitudinal bending angle has also been developed [6]. In the bending of 
long metal sheet, maintaining the accuracy of the bending angle in the longitudinal direction is difficult for 
ordinary press-brakes because of their structure. A so-called "crowning " method which tries to control the 
profile of the upper and lower tables of the press-brake is adopted in order to improve accuracy of the 
longitudinal bending angle. The new algorithm is as follows: Pressure sensors are buried in the 
intermediate blocks (see Figure 2), and the pressure distribution during bending is controlled to maintain 
uniform controlling pressure of the crowning cylinders and hydraulic cylinders (see Figure 2). 

90" 15' 

- 9ff ,]0' - *    . 

J 90' 05' 
.53 

If 90* 00' 

1 §9* 55' 

■»9" 50' 

JJ   IXC 
8,03 can 

a 
JQL 

D 

0,025ram 
,o 

j_ 

D Conventional method 
at Bending 'force 

eotrtrdiing method 

1.16 1.17 1.18 1.19 
Material iMekness t [turn] 

Fig. 5. Comparison of bending angle by conventional method with by newly developed method. 

Figure 6a and 6b show the longitudinal distribution of bending angle and bending force ratio measured by 
pressure sensors with the conventional method, (Figure 6a), and with the new algorithm (Figure 6b). 
Considerable improvement can be seen. 
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In-process sensing devices for bending angle measurement are also important. An image-processing-type 
bending-angle sensor has been developed [7]. This sensor uses a laser with the slit beam projected onto the 
work-piece surfac. The image of the projected line on the work-piece is recorded by a CCD camera. Pattern 
recognition is used to calculate the bending angle with extreme accuracy. A press-brake machine with this 
bending angle sensor is already available on the market. 

Drawbacks of Newly Developed Intelligent Press-Brake and Angle-Sensing Devices 
These newly developed intelligent machines do have drawbacks. The accuracy of press-brake bending can 
be classified as follows: 

1. Accuracy of the bending angle (Deviation between bent angle and objective angle). 
2. Reproducibility of the bending angle. 
3. Accuracy of the longitudinal bending angle (Longitudinal distribution of bent angle). 

The purpose of the development of the first example mentioned above by Yang et al., was to improve the 
accuracy of the bending angle by using intelligent methodologies, i.e., to decide operating conditions for 
the objective angle autonomously for any material and to decrease the deviation between the bent angle and 
the objective angle. In order to attain this purpose, the developed system must have many sensing devices 
and hardware for deciding material characteristics and so on. The more sensors, the more expensive is the 
machine. If the cost is too high the developed intelligent bending machine can not be put on the market 
effectively. 

On the other hand, the second and thirrd examples are aimed at the reproducibility and accuracy of 
longitudinal bending angle respectively by using intelligent methodologies. These new bending machines 
have no problem with cost, but because of cost-reduction, their functions are limited such that a lack of 
functions causes drawbacks. For example, the hydraulic press-brake cannot bend metal sheet accurately 
when the material of the metal sheet does not have its maximum bending load in the air-bending domain. 
Materials which follow a linear hardening law do not have their maximum bending load in the air-bending 
domain. Some types of stainless steel have such characteristics. In order to avoid this drawback, a sensing 
device for measuring the bending angle must be attached increasing the cost of the machine. 

Bending angle sensors are not always useful, necessary or accurate. Whether the sensor is a contact or non- 
contact type, it is not able to measure bending angle accurately when the work-piece has protrusions. 
Mechanical parts produced by sheet metal fabricating, sometimes have protrusions, holes, etc., and these 
cause unreliable bending angle measurements. Therefore, it is important that the function and cost of 
intelligent machines are balanced. 

INTELLIGENT MACHINES FOR SHEET METAL FORMING. 
Manabe et al. developed an intelligent deep-drawing machine that can optimize the blank holder pressure 
[8]. Figure 7 shows the developed system. In the early stages of deep drawing, material characteristics are 
identified from the measured values of punch force, punch stroke and blank movement, in order to optimize 
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the blank holder pressure. It is rather easy to decide optimum blank holder pressure for deep drawing of a 
cylindrical cup. But for an arbitrary figure, the problem relate to determining the optimum blank holder 
pressure or even, whether an optimum blank holder pressure exists. 

ItüMSf fääli 

ik- 
Outer 
ram 

a< 

SefV° <-<}<-   D/A «6 valvq   ^  ~-*J^   | 1 

Servo 
valve 

Servo Amp. 

^V""**^sJ'^»-        O / Ä 

Digital 
I/O 

Amp. 
™*3^ 

TH 
A/D -> CPU 

Fig. 7. Block chart of intelligent deep drawing system. 

Another drawback of the intelligent deep-drawing system is its speed. A hydraulic press is used, but the 
speed is lower than in a conventional mechanical press. This means that productivity of the system is low 
and will not be accepted by the market. 

Kawai et al. published on a newly-developed spinning machine with adaptive control [9]. Figure 8 shows 
the spinning system. In this machine, the spinning force and surface condition are sensed and operating 
conditions, i.e., tool path, spinning force, feed speed and spindle speed, are optimized by a data-base. The 
data base was well-constructed since the operating data were gathered by a research committee of JSTP. 
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Fig. 8. Block chart of intelligent spinning system. 

CONCLUSIONS 
The need and concept of intelligent machines in metal forming have been described and the present status 
of intelligent machines for sheet metal fabricating and forming and their drawbacks have been explained. 

One important question is as follows:" Will an intelligent machine be able to replace an expert operator ? " 

The author doesn't think so, because the computer does not have creative faculties while expert operators 
do. Man and intelligent machine should be complemented to fit with each other. 
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ABSTRACT 
The aim of this paper is to present some basic rules to compare communication subsystems used in practice. 
The proposed procedures — which can be treated as normalisation of practical approaches — may be 
incorporated in design processes using expert systems to support the design of communication subsystems 
of distributed, corporate computer systems. Attention is given to formalise the simplest design task i.e., 
matching the corporate network communication subsystem to the requirements of each end-user system. 
The comparison of available and required subsystems is described using a predefined set of features at 
selected levels of granulation and detail. 

INTRODUCTION 
Theories of computer network design are rarely applicable in practice and so, development of non-standard 
configuration procedures have resulted. The field of artificial intelligence provides ways to design computer 
systems that work. Handling such problems relies on obtaining and formalising information, not only from 
theoretical knowledge, but also from design expertise. Such approaches have proven successful in creating 
practical rules used by experts for computer network design; in formalising the logic to solve computer 
network design problems; and in choosing the most suitable initial solutions for certain networking 
requirements. Requirement analysis is the first and most important step both in network design or tuning, 
but also in migration or integration tasks. No single aspect of the task is more important than a full 
understanding of the users' needs, since ultimately, they dictate the technologies, techniques and resources. 

The proposed approach is a structured and adaptive technique that requires addressing the design problems 
of corporate network communication subsystems. It is based on the assumption that information processes 
and user requirements can be transformed into communication subsystem characteristics and vice versa. 
When known, this will allow us to compare categorised requirements (user's point of view) and available 
services (communication subsystem's viewpoint). 

The problems of computer network classification, design, evaluation, planning, monitoring and management 
as well as, tuning, integration and migration tasks may be formulated in two different manners. The first is 
to find a communication system that is most suitable for a given data processing system while the second is 
to select a data processing system that exploits a known communication system. The first formulation is 
more common in practice and follows a top-down design methodology. Task formulation assumes that a set 
of requirement types, representative of a particular set of users, can be matched to the amount of offered 
services delivered by some providers and to select a provider offering an optimum level of services. This 
means that we must find a common way to express both user requirements and offered services. 

ENTERPRISE NETWORKS 
In a broad sense - enough to encompass the different forms of past, present and future solutions ~ the 
enterprise network must be defined as a corporate-wide network that ties together the processing, 
communications and storage resources of the corporation, thereby making such resources available to users 
distributed throughout the corporation. A more limited definition is focussed on the enterprise network in its 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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currently common form as a local area networks inter-network [4,6]. The generic architecture of enterprise 
network contains - at the most general level of generalisation - the following components: 

- processors being able to run users programs and communicate using network protocols; processors are the 
sources and destinations of communications, 

- distributed processing applications structured to allow different processes relationships, 
- local communication between the processors on a peer-to-peer or client/server basis, 
- premises-wide communication being an extension of various form of local communication, 
- enterprise-wide communication being a collection of interconnected networks, 
- interpremises network to assure off-net communication rather than within the bounds of a corporation, 
- network management system for monitoring, billing, reconfiguration, security, etc. purposes. 

Analysis, design and maintenance of enterprise networks do not focus on the transport of data. It is a broad 
field encompassing the creation, development and deployment of an infrastructure that comprehends user 
applications; network architectures, public standards, services, protocols, data transport techniques, etc. To 
meet requirements of contemporary enterprise networks it is necessary to obtain the optimal design. The 
latter covers various aspects of networking such as: network design, expansion, integration and migration 
planning, scheduling of implementation and resources allocation, prediction of services degradation and 
traffic overload, fault detection and isolation, network management, load balancing, etc. It is available only 
by introducing both theoretical knowledge and design expertise since no standard procedures for overall 
network design exists. Theoretically based design methods/algorithms are only minimally applicable in 
practise; they are isolated and devoted to well-defined and very limited in functional scope problems [1]. 

NETWORK DESIGN 
Historically, network design has consisted of engineering primarily for the transport of voice or low-speed 
data traffic over dedicated private line facilities. The digital technologies have both increased network 
performance and enabled construction of huge networks capable of providing subscriber service for all 
forms of voice, data and image traffic and even, to assure specific quality-of-service parameters. The 
increased capabilities and performance of networks require more structured and adaptive techniques 
addressing the various aspects of network design problems. Rapid emergence of new technologies and the 
availability of a large variety of network equipment with different capabilities and different levels of 
technologies add a new range of variables to design consideration [6,7]. 

Network design can be viewed as a series of events from determining the basic requirements to managing 
the network after it is built. The network designer strives to achieve a balanced solution that comes as close 
as possible to meeting both the user and organisational demands. These needs are often in conflict: reaching 
the balance point between each end of the spectrum is the essence of network design influenced by business, 
technical, economical and political factors. The often-asked questions during the design process address 
various aspects of networking. The obtained solution may be selected to satisfy only present needs or may 
to be designed to be ready to assure services for forecasted, future requirements. The network may be over- 
engineered or characterised by a large return of investment. The solution may be considered as application 
specific or as flexible and universal. The obtained solution may be within technical constraints or within 
corporate business requirements, etc. 

The two major views of requirements are those of the user and those of the designer. The user looks at the 
network from the outside in, while the designer looks at it from the inside out, thus creating two myopic 
views which must merge to provide a comprehensive, complementary analysis beyond simple network 
ingress and egress design [4,6]. 

DESIGN TASK FORMULATION 
Partitioning of a computer network is a simplification, but hierarchical decomposition is a major tool for 
complexity reduction. It is used precisely with the purpose to simplify the model of reality. As long as 
simplification is taken into account, hierarchical decomposition allows the focus to be on the system 
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components and their interrelations. The division of a network into distinctive and complementary 
subsystems may be considered based on hierarchical, multilevel nested computer and communication 
architectures. The subsystems co-operate and satisfy predefined requirements; the quality of delivered 
services depends on which levels are matched. At the design stage, the subsystems described by various 
sets of features must be transferred into descriptive forms that allow comparison. For the purpose of this 
paper, it is assumed that the design task may be formulated in two different manners. The first is to find a 
communication system, which is most suitable for a given data processing system while the second is to 
select a data processing system exploiting a known communication system. The first formulation is more 
common in practise and follows the top-down design methodology [2,6]. 

The quality of the design process depends on a set of factors taken into account as well as procedures that 
establish the parameters of the considered systems. The process defining the set of factors taken into 
account at the design stage is based on identification and recognition of issues providing strong 
characterisation of the considered data processing system and communication subsystem. The aims of the 
identification and recognition stages are to extract characteristics that well-define (for purpose of further 
design) as well as, properly recognise the considered processing and communication systems among other 
systems requiring and delivering a qualitatively and quantitatively comparable scope of services. The aim of 
procedures to compare the considered systems is to adopt some assumed hierarchy of facts that reflect 
collected knowledge and experience which influence the quality of the design process [2,3,5]. 

Different design task formulations assume it is a possible to match requirements (representing particular 
data processing subsystems) to the amount and quality of services offered. Moreover, it is assumed that 
some performance measures when optimised, allow us to select the best interrelations. This means that a 
common way to express both required and delivered services is necessary. Assumed description of the data 
processing subsystem should lead to a set of observable and measurable parameters translated onto values 
of parameters that defie the communication subsystems [3]. 

DATA PROCESSING SUBSYSTEM DESCRIPTION 
Let us assume that the architecture of any data processing subsystem is considered, for the purpose of 
design, as a hierarchy of L distinguished, layered and nested components (mechanisms, procedures, 
algorithms, etc. distinguished at the assumed level of granulation). The set of all components is denoted by 
Q. Each l-th component (/ = 1,2,...,I) represents some unique functionality within the general data 
processing architecture. Localisation of the l-th component in the overall hierarchy is determined by its 
functionality. This is equivalent to scoping the services offered to other components located at the (l+l)-th 
and above, as well as, scoping services required from components located at the (l-l)-th layer and below. 

The functionality of the considered l-th component is understood as assuring some data processing 
subsystem feature. The set of all values of the l-th feature is denoted by Q/ =-{a/,} where au is an i-th 

value of the l-th feature, where i' = l,2,...,// and // is the number of all distinguished values of the l-th 

feature. For purpose of simplicity, it is assumed that l-th component functionality is equivalent to a unique 
feature. It is worth noting that the feature values may be numbers (quantitative measures) or descriptions 
(qualitative measures). Knowledge of Q. is equivalent to possessing subjective, general-purpose language 
allowing common descriptions of a variety of data processing systems at the assumed level of granulation. 
The applicability of the set Q may be reduced to some classes of data processing subsystems achieved by 
increasing the granulation of description may encompass the reduction. 

The Q set may be obtained during process observation when real design tasks are performed. Let as 
assume that any real data processing subsystem is the result of co-operation among many different, existing 
components forming a set denoted by QR . For design purposes, some components belonging to set QR 

are neglected and discarded. The set of neglected components may include — among others — components 
having no impact on the considered data processing environment design or components characterised by 
unknown, non-observable or non-measurable influences on a designed network performance. Reduction of 
the set QÄ   leads to a set denoted by Q.P  (QP cQÄ). It contains all components to be treated as 
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objectively important for design process purposes. Further analysis (based on theoretical and/or practical 
knowledge) of components belonging to the set QP leads to its reduction to set Q.D (QD aQP) 

containing a set of recognised features - in contrast to QP - subjectively important for the design process 

at the assumed level of granulation. The relation QcQD reflects the fact that the same set of components 
within various hierarchies may produce different design results; Q refers to a set of components as well as 
a particular hierarchy of the selected components. Changes in sets of components and hierarchy of the 
components lead to another description language of data processing systems. 

DATA PROCESSING SUBSYSTEM CLASSIFICATION 
By treating the Q. set as a common language, we can distinguish classes of data processing subsystems; the 
set of all classes is denoted as £>(Q) where D(£1) = {D1(Q.),D2{Q),...,DK(Q)}. This notation reflects the 
fact that different sets of components within different hierarchies lead - in general - to different sets of 
classes and to different descriptions of these classes. The set Dk(Q) (DJ(Q)CQ for A; = 1,2,..., AT) is 

composed at most of L components (£>W(Q), / = 1,2..., L ) equal to the number of components of the set 

Q.. The set Dk,(0.) (Dki(o)z> dklj where j = 1,2,..., J,) if it exists contains values of the l-th feature from 

the set Q/ = •joc/i}, i.e., dklJ e {(*/,•}, J, < It. The k-th class contains solutions denoted by Dp'(o) where 

uk =l,2,...,Uk and Uk is the number of all the different subsystems within the Dk(ü) class. In general, 
the following conditions are satisfied: 

Vke{l,2,...,K}3le{l,2,...,L}DM* ® , 
V*e{i,2,...,/r}Aw(o) = Q/or DtfCßJcQ/ or Dkl(a) = 0, 

VkJe{l2,...,K}MjDk(Q)*Dj(Q) iff 3fe{a.#H(n)^%(Q)"0 • 

This expression means that at least one feature is necessary to define the class of a particular data 
processing subsystem and that any two classes differ at least by one value of any one feature. 

COMMUNICATION SUBSYSTEM DESCRIPTION 
Let us assume - similarly as in the previous section ~ that architecture of any communication subsystem is 
given as a hierarchy of N distinguished, layered and nested components (mechanisms, procedures, 
algorithms, transmission media, etc. distinguished at an assumed level of granulation). The set of all 
components is denoted by Z. Each n-th component (n-l,2,...,N) represents some unique functionality 
within general communication subsystem architecture providing some communication subsystem feature. 

The role of the n-th component in the assumed hierarchy is determined by the scope of functionality and co- 
operating components from the higher and lower layers. The set of all values of the n-th feature is denoted 
by Zn={$nm} where ß„m is an m-th value of the n-th feature, m = l,2,...,Mn and M„ is the number of 
all distinguished values of the n-th feature (the assumption that the n-th component functionality is 
equivalent to a unique feature may be easily generalised). The Z set contains a set of features recognised 
(from designer theoretical and/or practical knowledge) as subjectively important for the design process 
purposes at the assumed level of granulation. Selection of the set Z means selection of some set of 
components, as well as, a particular hierarchy of the selected components uniquely determining 
communication subsystem services and service features. 

COMMUNICATION SUBSYSTEM CLASSIFICATION 
The Z set allows us to distinguish classes of communication subsystems; the set of all classes is denoted as 
C(Z) where C(Z) = {C](z),C2(z),...,Cs(z)}. In general, different sets of components and different 
hierarchies lead to different sets of classes and to different descriptions of each class. The set C5(z) 
(Cs(z)cZ for s = l,2,...,S) is composed at most of N  components (Cs„(z), n-\,2...,N). The set 
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Cs„{t) (Cs„{z)z>csnt where t = \,2,...,Tn) may contain none, some or all of the values of the n-th feature 

from the set S„={ß„m}, i.e., csnte{$nm}, Tn<M„. The set C„(x) contains solutions denoted by 

CK)(£) where wn = 1,2,...,JF„ and W„ is the number of all different subsystems within the n-th class. In 

general, the following conditions are satisfied: 

Vsefa...fpne{l,2,...,Nfst,$)* 0. 

Vre{l,2,...,s}C™£) = £* or Cjl)cl.„ or C,w(x) = 0, 

V,^{iA...,s},,*rC,(2:)* C,(l) iff 3ne{^2_N}Cj^)nCtl7{^0 . 

This expression means that at least one feature should be available to define the classes of communication 
subsystems in which any two classes differ by at least one value of any one feature. 

COMMUNICATION SUBSYSTEM DESIGN 
The formulation and solution of various design tasks in the area of computer-based systems using traditional 
analytical and simulation tools are only minimally effective. Applicability of such methods is limited to the 
consideration of the need to set up design process descriptions with granulations different from those which 
are used or available in computer-based and telecommunication system theories. There is a lack of standard 
computer system configurations, so that - in most cases ~ the computer-based system designer is the 
ultimate authority. This means that practical design of such systems is based in great measure on experience 
obtained in areas of data collecting, and in theoretical and practical knowledge formalisation. Direct 
comparison of features and feature-values describing data processing and communication subsystems is 
practically impossible. It is mainly because these two system classes are completely different in nature and 
are characterised by applying different qualitative and quantitative variables and parameters. The difficulty 
in direct comparison of these subsystems gives the reason that we must apply various procedures leading to 
the design solution. Comparison can be done by applying various individual and more-general procedures. 

To solve the design task, i.e., to select the proper subsystem based on comparison of the required/offered 
(data processing) and offered/required (communication) subsystem services, descriptions of both 
subsystems, as well as, procedures to translate and standardise the descriptions in both directions are 
necessary. For the purposes of this paper it is assumed that the design process is devoted to selecting a 
communication subsystem from known data processing subsystems is more-natural and more-frequently 
performed in practice. Two different design strategies may be distinguished: direct and indirect. 

Qualitative and quantitative features applied to describe data processing and communication subsystems, in 
general, have different physical natures, dimensions and priorities, as well as, being characterized by 
different measures of quantities and different languages to provide descriptive qualities. To solve the design 
task, i.e., to perform classification, comparison and optimisation of subsystems belonging to two different 
spaces must be standardised and transformed; especially when numerical values are required. 

Standardisation and transformation may be understood as processes that lead to numerical representations 

of various subsystems. Let us assume that numerical representations of data processing D^k (Q) and 

communication C,(w*}(I) subsystems are denoted by x£k) and y^s) where 4"*} =TR(D<fk)(Q.)) and 

y(wJ)=ra(CK)(Z)) The elements of vectors x["*} (x<£k), z = l,2,...,Z) and y^ (y%s), 

y-l,2,-,Y)  are computed  from  a  set of rules  denoted  as   (ük(...,d^\...,d^Jc',...,dfLy,...)ar\d 

ffl™(...,c^\...,c££s\...,c^\...) respectively for data processing and communication subsystems. These 

rules express the influence of various features values on the value of particular elements of the above 
vectors. The rules are based on assumed, subjectively-defined relations and reflect the importance of 
features and feature-values defined by the designer at the formulation design stage. In the above 
expressions, the numbers Z and Y denote dimensions of vectors xand v . For the purpose of subsystem 
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comparison, the dimensions of the vectors attached to all solution should be the same within the various 
classes, i.e., D(Q.) and C(X)) are the same. 

The first, direct, design strategy is a one-step optimisation procedure. The aim of this optimisation is to find 
for a given data processing subsystem D , a communication subsystem Cj (D) belonging to one and only 

one class Cs(£) (s = 1,2,..., ,S ) from the C(x) set. This is equivalent to finding 5° and w°s such that: 

C(:;)(E)= min fiTRiDlmic^)), 

where /(.,.) measures the "distance" between transformed and standardised descriptions TR(D) and 

TR\C™S I of a data processing subsystem D and various C™s communication subsystems, respectively. 

The second, indirect, design strategy is based on a two-step procedure. At the first step (classification step), 
the particular data processing subsystem D is classified as belong to one class ^(Q) (k = \,2,...,K) from 

previously established sets of data processing subsystem classes. The aim of the second step (optimisation 
step) is to determine the solution Cn(D) from one and only one class Cs{l) (s = l,2,...,S). The task is 

equivalent to finding two pairs: (k* , u\) and ( s* , w*) such that: 

Di"})(a)= min g(TR{D),TR(D^)) and 

C(fs){t)= min h(TR(D^}]),TR(dWs))) 

* 
where TR(D), TR{Du

k
k), TR(DU*) and 77?(C?s ) are transformed and standardised descriptions of data 

k 

processing and communication subsystems respectively whileg(.,.) and h(.,.) are performance measures 

applied to solve the classification and optimisation tasks, respectively. Solutions obtained from the two 

strategies and given by two pairs (s°, w°s) and (s* , w*) are generally different. 

CONCLUSION 
One of the most important research motivations behind implementing the proposed procedures is their 
ability to behave exactly like an individual designer. This feature is obtained by providing the possibility to 
select the set of factors and to propose their hierarchy as being important to design process results. The 
method can give a solution, answer questions that fall within the domain of the considered subsystem and 
reason solution results by employing various methodologies, knowledge and experience representations as 
well as different predefined or ad hoc applied tools in an individually pre-established order. 
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ABSTRACT 
Intelligent systems (IS) technologies have received much attention in a wide range of process engineering 
applications including process operations. Rapid change in applying the latest technologies has become a 
serious challenge to both management and technical teams. Objects and components are changing the way 
we relate to our computer and networks and most feel the rate of change will continue to increase. 

All information technology systems have data and communications tools for personnel. The industrial 
desktop can be adapted to automate decisions, to intelligently analyze large amounts of data, and to learn 
from past experiences whether from operators, engineers or managers. They can adapt their desktop 
according to their domain knowledge, roles, skills and responsibilities. Collaboration between functions 
(Operations, Management, Maintenance, and Engineering) is enhanced. Access to data and analysis tools 
enables plant personnel to try new ideas, determine and track the right targets, determine and track the best 
patterns, and transform and store data and knowledge. 

This paper presents a description of the data hierarchy and analysis means needed to improve process 
operations. Continuous improvement with an innovation loop fueled by data collection and analysis 
methods emerges as the best method for active decision-making and collaboration. A sampling of results 
include extending sub-critical equipment availability, increased production by faster detection of process 
bottlenecks and operating cost reduction. Descriptions of these applications are presented. 

CHALLENGES IN INSTRUMENTATION, CONTROLS AND MANAGEMENT 
Process control and software developments in the process industries over the past decade have been greatly 
influenced by new instrumentation advances, size/speed of microprocessors and software developments. 
These developments provide opportunities for the plant personnel to effect strategies that permit them to 
operate the process units more profitably. In spite of these advances, a study in the pulp and paper sector by 
Entech Control reports that 80% of distributed control system loops actually increase process variability as 
compared with manual control systems [1]. The main reasons for variability were: 

• 20% due to design causes 
• 30% due to control tuning 
• 30% related to equipment performance. 

In order to maintain greater up-time for any strategy, it is necessary to measure performance and 
continuously improve behavior [2]. The most effective tool is a continuous, real time, on-line audit called a 
control monitor. Every day, it will rank the loops and verify that the business needs are still valid and are 
being met. This list is used to adjust instrument maintenance, training of the operators and a program for 
management of change for the controllers. At one paper mill, they reported that monitoring plus routine 
action were helped them increase up time of critical controls from less than 50% to over 80%. 

An emerging industrial plant index called the overall process and equipment effectiveness is given by the 
plant availability (A) times the performance efficiency (PE) and times the rate of quality (RoQ); i.e., 

OPE = AxPExRoQ   where, 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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A = Availability or unscheduled downtime plus scheduled downtime 
PE = Performance Efficiency (PE) or idling and minor stoppages, reduced speed of equipment 
RoQ = Rate of Quality (RoQ) or rework, yield or recovery, loss. 

This expression gives us the net operating time, limited by minor stoppage and speed losses. It also 
considers quality defect and yield losses. The variable operating time equals the operating time minus 
downtime losses, speed losses and quality losses. This same approach works with all types of equipment, 
not just controls. Equipment problems need to be identified and analyzed quickly; only then can they be 
solved. Most companies already have excessive data about their equipment stored in various locations: 

• Maintenance Management Systems 
• Cost Systems 
• Predictive Systems 
• Production Systems 
• Manufacturer specifications and reliability data 

What is needed is an environment that simplifies integration of the data with the analysis tools. We must 
also prepare for the fact that with the new communication media, the Internet, field buses and intelligent 
assets (e.g. motors), there will be orders of magnitude per year increases in the amount of data available. 
People in the plants need tools to simplify decision-making, intelligently analyze large amount of data, and 
learn from their mistakes [3]. 

The data hierarchy framework and communication infrastructure must be restructured to improve analytical 
capabilities by utilizing the software available in plant PC desktops. Most measurement problems arise 
from lack of data for analysis or adequate analysis tools. The epoch development tool is the graphical user 
interface with the ability to embed for analyzing, accessing, discovering and taking actions from the 
plethora of data from a plant. With components, this is all accomplished with reusable code that promotes 
continuous improvement. Proper design of this interface makes collaboration between operations, 
engineering and management possible and necessary [4,5,6,7,8]. 

The Internet adds a new requirement. Many users who share information and analysis methods with plant 
personnel are located on the company Intranet and use a browser to view plant operation and make their 
decisions. This means these, or similar, components must be deployable by an Internet Server into a 
browser - at least in a limited mode. Microsoft has introduced their DNA (Digital Internet Architecture) for 
Manufacturing based on the idea that the Internet is the ultimate process re-engineering tool. 

THE INDUSTRIAL COMPONENT DESKTOP 
All business processes and the software that supports them must incorporate reusable components and 
promote continuous improvement. This is a key improvement for traditional plant Process Information 
Systems (PIMS). A traditional PIMS is open-loop. Information is gathered into databases and disseminated 
as reports and on-line inquiries to all requesters; here the system's responsibilities end. This system does 
not promote sharing information or transforming it to knowledge for action. It must have a development 
framework to support the innovations needed for a more aggressive approach. 

The new Microsoft Windows 2000 and Office 2000 software that runs on a plant PC, called the industrial 
desktop, is central to the development environment needed to support innovation. It allows the user to 
increase his or her effectiveness by adding components to their familiar environment including video 
views, telephones, search algorithms, or even, custom components created with user level tools. This 
changes the individual from a fire fighter to a proactive worker who can analyze, make discoveries about 
the plant and business processes and, most importantly, implement his/her findings. The user tailors his/her 
environment according to his/her role, skills, responsibilities, and accountability in the plant system. 

Why should they do it themselves? The main reason is that all of these changes and ideas are also very 
difficult and expensive to transfer from one person to another and, when others do to the work, much of the 
gratification is lost and a training issue arises. In the past, these little mini-projects seldom get done. The 
rewards of implementing these small ideas are large and as an aggregate they become a large, high-benefit 
change [9]. 
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INTEGRATED DATA, ACTION, and 
HUMAN INTERFACE SYSTEM STRUCTURE 
A Generic Data Structure for Process Control (GDSPC) was constructed [10] to review the different tools 
available for process management and control in the process industries. A schematic representation of the 
GDSPC is shown in Figure 1. This framework describes how data are transformed into information and 
how the different levels of information for the data, action and user interface are related. The information is 
processed by modules at each level in a timely manner. All information is saved for historical analysis. 

The data processing hierarchy is composed of: 

• The data acquisition subsystem, 
• The data validation subsystem, 
• The data classification and analysis subsystem, 
• The data verification and estimation subsystem, 
• The plant data management subsystem and, 
• The plant data optimization subsystem. 

The first four levels of the data processing are real time tasks. They need to be processed on a time class 
demand. Plant data management and plant data optimization processing are performed depending upon 
operation planning and economic evaluation time frames. 

General Structure for Plant Control 
w 1291 w 

Fig. 1. A modular approach to manage data, actions and analysis. 

The Data Acquisition Subsystem 
The first layer is the acquisition of measurable process variables from transducers and output of variables to 
the actuators, and the digital input and output. At this level, instrument diagnosis can be implemented. 
Even with the use of smart transmitter, these cannot detect, not correct for, a drift or span error until the 
transmitter output has been compared with known signals or values at operating conditions [11]. 

The Data Validation Subsystem 
The data validation step can be implemented by several methods. The traditional method is to check for 
validity by using a known relation that must hold true. Each process measurement and resultant calculation 
is compared against high and low limits as well as a maximum rate of change. Depending on the type of 
process, a voting technique can be used when the measurement is so critical that two sensors can be 
economically justified. The data verification results are posted to an alarm summary and/or a data logger. 

The Data Classification and Analysis Subsystem 
The classification and analysis of validated process data divides the process into several modes or 
operational status. This classification is facilitated by incorporation of common-sense rules dictated by 
expert operators and process engineers. These triggers are calculated indexes, which define a state of the 
process unit or equipment to define a production, quality, cost, environmental or equipment status. 
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Fig. 2. Plant data hierarchy example. 

The trigger indicator is used in real-time applications or to enhance historical data extraction for calculation 
of mass balances, total operating hours under certain conditions, or to select the type of model to use in 
inferential or economic functions. 

The utilization of several timeframes of a data point such as data average, moving-average, minimum, 
maximum, standard deviation and rate of change can be utilized to classify the faults or process status. This 
history of process values, events and alarms is usually available but rarely automated. These time-series of 
variables are available to extract pattern features to check for deviations from normality. A node-type 
system is used to minimize the computer processing time. In this generic-data-action hierarchy, a human- 
equivalent metaphor is used. For example, if the communications is broken, or if the sensor is in trouble, or 
if the process is in a certain status, special detailed detection is set for further data processing. 

Communication status node - the first item to check is the communication link between control subsystems. 
Any missing process information required by the unit advisor must be detected and acknowledged as soon 
as possible. Detection of on-line analyzer malfunctions must be included in this data analysis subsystem. 

Equipment monitoring and diagnosis (Trouble node) - the data subsystem should recognize the unit 
equipment sensors and actuator limitations and the safety restrictions. The date trouble subsystem should 
act as an advisor to ensure that process-states do not violate such limits. The history generated by these 
types of points is used for predictive maintenance of instruments and sub-critical equipment. Technical 
methods to detect and respond to failures are documented in the literature [12,13], Diagnostics and 
Reliability-Based Maintenance, http://www.rosemount.com/products/ams/rb-maint.htm (Internet), May 8, 
1998. In addition, simple checks can be implemented such as power-draught and oil pressure in rotating 
machines, vibration and amperage in fast rotating equipment, pump efficiency estimation, rate of change to 
detect leaks in fluid lines, etc 

Process operational status node - this data subsystem helps an operator by advising him of tasks requiring 
manual intervention. The operator will only take care of process units that require special attention and will 
try to solve plant bottlenecks. Data classification and analysis should prevent over-controlling process 
units. In this manner, the operator can have a global vision of the situation and be prepared to solve real 
trouble. The availability of correct action response can have a large effect on plant performance. 

Control advisor node - depending on the type of economic objective there are several forms of control 
available for a process unit. For example, when a preprocessing part of the plant is down, the next sub- 
process may slowdown and change from a maximizing throughput objective to an improved product 
quality objective. This control strategy will be set in time following a guided procedure with proper 
interlocks on the control stations. For example: a slowly varying system requires analysis of historical data 
acquired over several hours. 
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The Data Verification and Estimation Subsystem 
After data has been classified and process operational status identified, further process inference can be 
obtained by using estimates of unmeasured variables for implementation of advanced control strategies. If 
the process is considered to be at steady state, a form of data reconciliation can be used. A mass-balance 
closure adjustment can be used. The adjustments are based on a weighted-least-squares fit subjected to the 
mass flow rate and composition mass balance techniques. 

The simpler techniques use multiple linear regression techniques to infer the property from other variables. 
Sometimes stochastic features are added to include plant noise. In other instances thermodynamic models 
and process measurements are used to infer properties. (End-point, freeze point, flash point, cloud point, 
calculations in fractionation systems, etc.). 

A state variable approach can also be used to provide optimal estimates using Kalman-filtering techniques 
[14]. In this method, the estimates are calculated by proper weighting of information provided by a process 
model and the measured variables. The weighting is based on statistical properties of the process and the 
available measurements. These techniques add a great value to current instrumentation with a minor 
investment in proven software for an existing distributed control system. Estimation techniques can be 
used very effectively when an on-line analyzer is not justifiable or reliable. The process visibility obtained 
by these methods allows better design of the controllers and plant accounting and planning. 

The Plant Data Management Subsystem 
Once the missing data for the process units is acquired the coordination of these units is possible. At this 
point each process unit is controlled in a sub-optimal fashion if other unit interactions are not taken into 
consideration. To provide for a sound operation the coordination of the process units needs to be 
incorporated. Items such as production rates, maintenance schedules, energy considerations, capacity 
limitations, demand and process constraints are set according to plant economic objectives. 

The presentation of the plant data in adequate reports improves for further decision making. Plants, sections 
or units material and energy balance reports, calculation of global performance indexes, inventory of raw 
materials and products, etc. can be facilitated by a reliable distributed data base system. The availability of 
special functions (totals, averages, searches, statistical analysis, time calculations, etc.) increases the 
efficiency of data consolidation and presentation. 

Traditionally, supervisors set the operating conditions and communicate to their operators. The industrial 
desktop enables closing the loop between operations and management. The data coordination level is also 
valid by defining the level of collaboration between operation and maintenance functions. Implementation 
of these loops avoids chasing of conditions, which sometimes might result in instability. 

The Plant Data Optimization Subsystem 
At the top of the hierarchy the data obtained is processed to evaluate the global profitability of the 
operation. The validated data and calculated technical indexes should be combined with operational costs 
and production indexes. The data forecast resulting from consideration of the current market conditions and 
plant availability are fed to the planning functions to set the maximum profitability. At this level, the 
development at the industrial desktop towards planning, act and measure are the key for achieving high 
results. The integration of process efficiency and equipment operability functions with unit availability 
status and anticipated scheduling commitments are defined. Data validation, classification and verification 
are vital since the optimum will depend on having accurate data and a validated process model. 

The data is used to develop a recommended action plan for plant operations to balance limited resources, 
operating cost variances, estimated repair costs, utility costs, and projected revenue opportunities. 

PROCESS ANALYSIS AND DEVELOPMENT 
Emerging new data analysis technologies are becoming available to expand the detection of cause and 
effects of multivariate systems. Additional tools are emerging to facilitate analysis of multivariate systems 
such principal component analysis PCA. 
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When processes are subject to large unknown disturbances, the alternative of applying operator mimic as 
been successfully used [2,15]. A degree of imprecision can be assigned to the generated procedures, which 
can be exercised under a real time environment. The use of time derived variables are highlighted in the 
development of a Process Control Matrix and the Construction of Historical based 

Process Knowledge Table 

Manipulate! 
Variables 

Controlled Variables 

Gas#1 
Gas #2 
Gas #3 
3ower 
rpower 
Rprower 
mpedance 

T Chamber Chiller PLL Press 

Fast Down   Slow Up Slow Up 
Fast Down   Slow UP Slow Up 

Fast Down 

Up Down     Fast Down   Fast Up 

Fig. 3. Process knowledge table. 

The concept of approximate reasoning can be used to model the process in question [16,17,18]. The 
representation of cause and effect of a process model is captured sing a linguistic approach. Tables are 
generated using empirical or deterministic models. The key is that the model has a degree of fuzziness. The 
process knowledge table describes the effect of control variables by manipulated variables subjected to the 
observed variables (Figure 3). It uses a fuzzy description of the response or historical pattern. The observed 
variables are usually slow moving variables which define the operating conditions such as the age of a well, 
age of the catalyst, pump characteristics, equipment wear, or the cleanliness of the reactor. 

The decision knowledge table also uses linguistic approximations and developed using time-derived 
variables (Figure 4). These auxiliary variables are used to develop the trigger points necessary to develop 
the operating condition status indices. The use of the historical data is stressed to define at all times the 
process pattern. The subset of data used to develop the soft limits can be obtained by classification of the 
variables for each of the triggered indices. 

Decision Table 

t 
\ 
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Snap Mov-Avg     Rate  (Time)         (e)2 
Shot  (time)           (Time)Avg. Std      (time 0 

Tempi 
Flowl 
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Step, Phas 
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Cleaning 
# comp. 

high   high             hrate med mx      min 
H/L    H/L                         low 

low              hrate                     min 
mhigh 
mhigh 

e xyz SLOW MOVING FUZZY VARIABLES 
low              old/mold/new/unknown 
low              recent/medium/close 
high             few/many ,veiy many 

Fig. 4. Process operating condition decision table 

Figures 3 and 4 show an example of a process knowledge table generated using the presented approach. 
The trigger point calculation are implemented either for real-time execution at the server level for on-line 
diagnosis or at the client for process data analysis and development of the trigger actions. 
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PROCESS TROUBLESHOOTING EXAMPLES 
A good example is the Microsoft interactive software agent (see Figure 5.). Basically, this agent provides a 
conversational user interface, which is employed to enhance, rather than replace, the usual Windows 
graphical interface. Activation of this agent can be set by a real-time event called a change event. As such, 
the Agent can explain why key process indices have gone off-spec. Activation of an agent can use a 
described method to define a trigger based on sharp or fuzzy rules. The Agents (Genie, Merlin and Robbie) 
have a palette of animations, a synthesized voice, the ability to synchronize their movements with recorded 
voices, and are able to respond to mouse clicks, internal events and voice commands. You can implement 
agents through a COM interface or ActiveX control. You can tailor an example to your own needs [19]. In 
Figure 5, the client software container has a VBA which enables automation of the genie based on an event 
generated on the desktop. 
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Fig. 5. Microsoft Agent triggered by a change event on the Industrial Desktop. 

Spreadsheet Real Time Filtered Data Extraction and Exception Reporting 
Instead of searching, and then, retyping information into the spreadsheet, Figure 6 shows a spreadsheet is 
set to run every morning a 8 AM and get the data and exceptions for a metallurgical temperature of a 
reactor. Every morning, filtering is executed prior to arriving at the office. (Note: This exercise can be 
scheduled at any desired time - minute, hour, shift, etc.). At the same time, correlation between the 
dependent and independent variables is performed to check relationships between the variables. If these 
correlation coefficients change, the relationship is no longer valid and adaptation of the model is required. 

The extraction data requires special filtering to obtain a data subset. These filters act as special methods to 
reconstruct the most appropriate time-series. Usually, quality, process equipment, and environmental data 
are collected at different scan times than process data. Special methods are available to reconstruct the data 
set for scan times available for key indicators. It is important to note that once a spreadsheet template is 
built, it can be re-used for other time intervals. As such, it can be used for fault diagnosis at any time. 
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Fig. 6. Automated exception report and process data correlation. 
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Multivariate statistical methods are very effective at extracting hidden information in problems with 
multiple correlated variables. Several new data analysis methods have been described [20, 21, 22, 23, 24]. 

In addition, having simple methods to manage the process data enables to develop neurofuzzy applications 
[25]. Fuzzy tools can be added-in to Excel to generate rules to develop models for analysis of data. A data 
extractor such as PI-Datalink can be integrated by a fuzzy rule generator. 

The workstation real-time environment described above can be enhanced by using mathematical objects 
available in the market. These software packages are usually data-intensive and they need data 
classification methods as discussed earlier. 

Although the function here is quite simple, the underlying infrastructure necessary to make this happen is 
not simple. Effectively, the user can customize or manipulate PI objects in any manner desired. For 
example, if a user has a database of start-ups and tests, he/she could develop an application that 
automatically sets the time on the displays back to that time frame. This database could reside in the Batch 
tracking module or some external database. 

Exemption Reporting in Batch Processes 
Figure 7 shows a data analysis tool to detect if a batch in progress or done meet the specifications of the 
golden batch. Such technique permits to analyze batches without the need to wait for further processing or 
quality control. A subset of good batches is used to obtain a statistical representative high and low pattern 
limits for each of the phases in the batch process. Once, it is shown that it the key variable has violated 
more than a certain amount of times the acceptable envelope, the product can be discarded or recycled. 
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Fig. 7. A graphical representation of batch exemptions compared to the golden batch pattern. 

CONCLUSIONS 
A robust environment on the industrial desktop provides real time, historical process/equipment 
information and business information for all functions in the process industries. This environment enable 
users to build, construct and maintain their views of the plant for simplified performance monitoring, 
process and equipment troubleshooting, continuous improvement and innovation. 

In general the results can be summarized as follows: 
Improved quality and speed of plant monitoring and diagnosis 
Optimizing plant efficiency performance (by continuous improvement and innovations) 
Condition based maintenance 
Improved production and regulatory information 
Consistent and comparable information across the enterprise (benchmarking). 

These technologies are available today to rethink plant operations and to increase the performance of 
existent production systems. The key to re-engineering is linking people, business processes, strategies and 
the best enabling technologies. Many benefits are available that do not require disruptive re-engineering. 
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ABSTRACT 
We consider a photographic studio that must schedule multiple teams of photographers to a large number 
of elementary and secondary schools. The photographers' schedules are to be optimized so that time 
constraints are satisfied and each team is able to at least visit two schools daily. A multiple Travelling 
Salesman model is used where the total distance traveled and time consumed can be evaluated in a single 
cost function to achieve overall optimality. A genetic algorithm has been applied to solve the problem. The 
results show that this approach rapidly provides an effective means for solving the problem. 

INTRODUCTION 
Scheduling involves allocating human operators and material resources to machines in a manufacturing 
environment so as to meet specified priorities [7] [9]. It attempts to assign and sequence these shared 
resources so that industrial constraints are satisfied and production costs are minimized. 

Effective scheduling can improve on-time delivery of products, reduce inventory, reduce lead-time, and 
improve the utilization of bottleneck resources. However, in actual industrial practice, more emphasis has 
been placed on job-shop scheduling and production planning where the task is to allocate machine time and 
determine a sequence for a set of jobs, each comprising certain operation steps, to be processed on 
available machines. The objective is either to meet due dates or to minimize the makespan. Production 
scheduling, however, constitutes only one of several factors in manufacturing which need to be optimized 
in order to increase production efficiency. In global markets, where competition is fierce and labor costs 
are high, exploring the potential of people and making staff interact more efficiently in the work 
environment has become a major issue. This leads to an equally important topic, staff scheduling. 

This paper proposes an employee scheduling method using a genetic algorithm as a search method. The 
formulation of the problem is based on the Travelling Salesman Problem (TSP) model [4]. Our task is to 
develop a daily schedule of photographic teams to take pictures of school children. The main concern is to 
satisfy the time constraints so that each day every team can finish at least two schools. We show how to 
combine a genetic algorithm with a multiple-TSP model. 

STAFF SCHEDULING 
Staff scheduling, also known as workforce allocation, creates schedules that provide the best possible work 
coverage and meet employee preferences. The concerns are centered on employees, rather than machines. 
For example, Mason, et al [8] describes a simulation and optimization approach for personnel scheduling 
of customs staff at the Auckland International Airport. He used a simulation system embedded within a 
heuristic search and linear programming techniques to determine minimum staffing levels, and then created 
rosters to ensure the passenger processing targets were satisfied. Weil and Heus [10] applied constraint- 
based methods to hospital nurse scheduling with a small number of shifts. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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In staff scheduling, previous studies such as these treated situations in which the work occurred on-site at 
company facilities. There are frequent situations, however, when the service has to be offered at clients' 
facilities and involves travel. Several industries bear similarities with this model. In airline crew 
scheduling, for example, flight attendants are assigned to the airline's daily service routes. There are 
location constraints (an employee in Paris cannot board a plane starting from New York to Sydney), as 
well as federal regulations (an attendant is not allowed to fly more than a certain number of hours per 
week). Another example is a company that sends its teams to promote new products, or a courier company 
provides service in a city with its vehicle fleet. In the latter case, the objective may be to minimize the total 
cost or time to finish the task. 

The approach discussed in this paper developed from the authors' collaboration with a photographic studio. 
Technically, the studio is a manufacturer of high quality photographic products for its customers. In this 
sense, the studio is like other manufacturers of goods and services. They need raw materials (camera 
equipment, photo print paper and chemicals) to order from outside sources and to allocate them in the 
studio. They train photographers, lab engineers and front desk receptionists and schedule their labor force 
up to 3 shifts per day in the summer season. They provide digitized photo packages in CD-ROM format for 
special groups such as hockey clubs and schools. Also, they have agreements with public transit authorities 
to make bus passes for school children. Furthermore, after all pictures are taken, there are many processing 
operations: rolls of films to be developed in the photo lab, proof prints to be produced, and package 
ordering sent for. 

For years, the studio has been unable to adequately cope with photographic team scheduling. For example, 
during the Fall semester, eight teams may be sent to 800-1000 elementary and secondary schools (some in 
remote locations) to take pictures of all children in the schools. These schools, with a student population of 
700 to 2300, are booked by customer service early in the year. Each team consists of at least four 
photographers, four cashiers and a person who coordinates the teachers and students in the school after the 
team arrives. Each team can usually finish two schools in a day. The team will have to perform equipment 
set-up, photography, and travel to the two schools. Considering the number of students and time limitation, 
this is not an easy task. The studio's main concern is to minimize total time. To model this process, we 
define the following objective to be minimized: 

4 

F = Sols; + W2dil + W3di2 ) 1- 
1 

where dy is the distance from the studio to a school, s; is the distance between two schools, and w is the 
weight associated with the travel time. Overall distance is not an issue, but the total time consumed each 
day is important. If a team is delayed by traffic, other schools will be affected. 

In the past, scheduling for dispatching the photography teams has been done manually based on 
salespersons' experience. Because of the nature of this problem, we choose to formulate it using a 
travelling salesman problem model explained in the next section. 

TRAVELLING SALESMAN PROBLEM 
The Travelling Salesman Problem (TSP) is a classical combinatorial optimization problem in which the 
optimal solution can be determined by exhaustive search. Since it is the mathematical abstraction of many 
practical application situations, it has been widely investigated in the literature and benchmarked for search 
algorithm effectiveness. For example, starting from a home point, suppose a salesman wants to visit n 
cities (n nodes) exactly one time and then return to his home city as illustrated in Fig. 1: 

The goal for this TSP is to find the shortest tour sequence so that the distance traveled is minimized. To do 
this, Noschang [4] described the use of Tabu search, simulated annealing, neural networks, limited memory 
heuristic search, and genetic and evolutionary algorithms. Louis and Li [3] applied a modified GA to solve 
the TSP by evaluating the performance of the genetic algorithm with stored data from previously solved 
similar problems. However, it should be noted that solving a TSP is extremely difficult in many practical 
situations. For example, the travel time from A to B is not necessarily shorter than A to F, e.g., there may 
be a bridge between A and B, or heavy traffic. Furthermore, if there are 20 schools to schedule, we obtain 
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1.22xl017 different potential paths. To illustrate this, Tablel shows a path of a simple TSP of 4 schools, 
where the numbers indicate distances between schools. It is an asymmetric TSP where, for each team, the 
travel time from the studio to a school, to the second school, and then back to the studio is dependent on 
time and geographic locations. It is a multi-salesman problem where several teams share the daily 
workload and they are expected to achieve a global optimal schedule. 

Fig. 1. Travelling Salesman Problem 

Table 1: TSP Formulation 

(km) School 

A 

School 

B 

School 

C 

School 

D 

Studio 

School 

A 

41 16 48 34 

School 

B 

41 57 46 63 

School 

C 

16 57 29 52 

School 

D 

48 46 29 38 

Studio 34 63 52 38 

GENETIC ALGORITHM SEARCH 
Since the late 1980s, genetic algorithms [1] have been studied as a search method and applied successfully 
to a wide range of application situations, including production scheduling and constraint satisfaction [2] 
[9]. Genetic algorithms are based on the theory of natural evolution where only the most suited individual 
in a population survives. It manipulates a set of randomly generated potential solutions to the problem. GA 
provides a powerful search method for optimization and is extremely helpful for problems when little 
empirical knowledge on the system is available to formulate analytical expressions for the solution. 

Computationally, a simple genetic algorithm typically involves four stages: 

(1) Binary string encoding. The optimization variables are represented by an encoded string of bits, 
mappings from each possible solution to a unique binary value. For either continuous values or binary 
quantities of the potential solutions to a search problem, the encoding scheme uses their integer 
representation by linearly mapping the variables to an integer in a specified range, and then encoding them 
using a fixed number of bits. The binary codes of all the variables are concatenated to form a computer 
representation of the potential solution to the problem. If 16 bits represent a solution for the GA search, 
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1101011101110100 is a possible string in which the first 8 bits are allocated for x and the last 8 bits are 
designated for the second variable. For a combinatorial problem like the TSP, a binary string for a solution 
does not have an obvious meaning. We simply use the natural representation, such as EAHDFGBC for an 
n-school situation. The first two letters in this tour imply that a team has to start from the studio and first 
visit school E, then go to school A before returning to the studio. To calculate the cost, time weights and 
distances from the studio to each school are added. 

(2) Solution evaluation. The objective function to be optimized gives a means for evaluating each string in 
the population. The fitness value is often normalized to maintain uniformity over various problem domains. 
As there is an obvious meaning to the TSP evaluation function, we consider it as a floating-point number. 

(3) Selection. Production of later offspring is based on their fitness values in the population. A fitter 
solution/string receives a higher chance of surviving in the subsequent generation. Usually a selection 
scheme allocates offspring based on the ratio of a string's fitness value to the population's average value. 
Statistically the allocated number of offspring approaches the expected number only for very large 
population sizes. 

(4) Genetic manipulations. Crossover is the process of picking pairs of candidates from the population to 
exchange information at a randomly chosen point between them. This is controlled by the crossover rate 
activated if a random number is greater than it, otherwise the strings are transferred to the next generation. 
After crossover, mutation is performed by bit flipping changes in a string, which is controlled by the 
mutation rate. This attempts to restore lost genetic material in the process of evolution. These two 
operations cannot be directly applied to a TSP. For example, if the two following parents are chosen by 
crossover operation, and the exchange point falls at the fifth position: 

EAHDF|GBC 
DBFHA|CEG 

This results in two children of: 

EAHDF|CEG 
DBFHAJGBC 

which are both invalid solution representations because school E appears twice in the first child and B is 
never visited. The second child is not valid either. For mutation, there is no flipping to an alphabetical 
string. None of the schools in the above encoding scheme can be flipped to restore the possibly lost genetic 
information. These two aspects will be discussed in the following section. 

Finally, termination of the program depends on choice of a stopping criterion. Termination could occur 
after a fixed number of generations, after a string with a certain fitness value is obtained, or after all the 
strings in the population have attained a certain degree of homogeneity. Here, as in any optimization 
process, we have to consider the possibility of premature convergence [3]. 

IMPLEMENTATION 
To illustrate our approach, we use a simple genetic algorithm to implement a search for team scheduling 
for 4 teams. Since the TSP has a special combinatorial structure, there are special features for its GA 
operations: 

Since binary chromosomes cannot be used for string encoding, we employ a direct character array 
representation, such as DCAFBE, which depicts a tour of six schools. 

For TSP crossover operation, we used the Grefenstette Greedy Crossover [3][5]. Greedy Crossover has a 
four-stage process: 

1.    For each pair of parents, pick a random school to start; 
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2. Compare the two routes leaving the school and choose the shorter route; 
3. If the shorter parental route would introduce cycles into the partial tour, then extend   the tour by a 

random route; 
4. Continue to extend the partial tour using steps 2 and 3 until the tour is complete. 

The heuristic is "greedy" since it always selects the locally shorter route, which is based on specific 
knowledge of the TSP. Locally, shorter paths are better than longer paths in most cases. In the four-team 
scheduling situation modeled as a multiple TSP problem, there are four subtours to search in order to 
achieve a globally optimized solution. Nevertheless, it does not necessarily lead to a more complex 
problem. 

In the crossover process, suppose we have two parents: 

EAHDFGBC 
DBFHACEG 

To obtain an offspring, we select school E as the starting point for the first child: 

E  

Then we compare the distances of the two schools in the parents leaving from school E, which are EA and 
EG, and choose the closer school as the second one to visit. If EG is shorter, we obtain 

EG  

At this point, we have two options of the first school for the second team, H and F. We randomly select F 
and obtain: 

EGF  

Next, we compare the edges leaving F, FH and FG. Since G is already in this tour, choose H, 

EGFH  

Continuing this procedure, we complete all the schools for four teams and assign it as the first child. The 
second child can be obtained using the same method. 

For TSP mutation, we choose two schools at random from a parent and then swap these two schools. If the 
second and the fourth school are chosen for mutation in the parent, we obtain a child as shown below. We 
maintain a mutation rate of 0.067 during the search process: 

EAHDFGBC ~ prior to mutation 

EDHAFGBC - after mutation 

There are other reported selection heuristics, such as "Keep the Best" (KTB), where individuals from both 
parent generation and child generation are evaluated and the most suitable ones in the whole group are 
retained. For simplicity, roulette wheel selection is applied. Our program typically can find a reasonable 
solution in a timely fashion. Time dependency is not considered at this stage, but the next step is to 
implement a hybrid GA search algorithm which addresses the issue of optimizing different types of cost 
functions. 

CONCLUSIONS 
The paper presents an approach for solving a multiple team-scheduling problem using a Travelling 
Salesman model and applying genetic search techniques. The significance of using a genetic algorithm in 
calculating a solution to this n-school scheduling problem may not be obvious. Indeed, many AI techniques 
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could also solve this problem. However, when the number of teams and schools increases and the task 
becomes more complex, the search time taken by a GA will not exponentially increase. Moreover, after a 
workforce allocation can be modeled, the proposed method can be easily modified to perform the search. 

The main goal in this phase of the project is to replace the manually generated non-optimal schedule. Other 
goals include investigating methods to integrate employee experience, qualifications, availabilities, and 
pay-rates into a system. Since there is always the possibility of machine breakdown or a team member may 
become sick on a particular day, it would be important to have a means for rescheduling the team without 
changing the contract with a school. Also, scheduling methods such as these must be integrated with other 
parts of the manufacturing system, e.g., enterprise resource planning, machine controls, and maintenance, 
in order to form an information infrastructure that will improve the overall efficiency of the studio. Finally, 
the approach that is employed here to solve this class of problems applies to other similar tasks and 
manufacturing processes. For example, multiple robots can be scheduled to perform welding or, in circuit 
board manufacturing, an optimal sequence for component placement can be planned. 
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ABSTRACT 
The paper presents the latest results of sensing the cutting process on the basis of AE signals and some 
particularities in further development of the monitoring model for the finish turning process. Due to non- 
linearity, the large number of influencing parameters and missing information in AE data, the Artificial 
Neural Networks were chosen as a monitoring decision tool. The problem of accurateness in predicting the 
surface roughness on the basis of AE - because of the mutual interdependence of the data - requires a 
special procedure for building a neural network model. The final aim of such an approach is presented as 
improvements in learning or considerable reduction in error prediction. Further development of the 
monitoring model has the goal of building a so-called intelligent sensor, which should be able to perform 
the signal conditioning and feature extraction process. 

INTRODUCTION 
Most of the reports on research into the machining processes usually start with a similar ascertainment: the 
complexity of the cutting process is one of the main obstacles to successful modeling or monitoring of 
processes; this fact gives us the impetus to continue permanent investigations. There are no simple answers 
or quick solutions; a reliable monitoring approach or a complete control system for the cutting process is a 
task in which successful solutions could be obtained only through numerous, systematic investigations 
covering the different scientific areas incorporating sensor technologies, signal processing techniques, 
modeling methods, etc. 

Probably one of the best of the latest reviews of such efforts has been made within the CIRP groups, where 
the conclusions stated that the different monitoring systems with acceptable commercial reliability are now 
available in the market, although the narrow range of performance provides only limited applicability 
(Byrne and others at [1]). The report also confirms one of the main gaps in this kind of research; i.e. to 
develop a system as an integrated part of an intelligent machine tool, much more should be done at both the 
hardware and software level to obtain a simple and reliable sensor for machining applications. At present - 
when the development of manufacturing processes heavily depends on information technologies - the 
realistic process models are also one of the prerequisites for predicting the performance of metal cutting 
operations. The latest report on the modeling of machining operations (C.A. van Luttervelt and others at 
[2]) concluded, that most of the research deals with possible new ways of obtaining better control of 
machining operations; however a common framework is still missing. 

At the first IPMM conference the monitoring concept on the basis of sensing Acoustic Emission signals in 
finish machining processes was presented (see Dolinsek at [3]). From the contents of the AE signals we 
were able to extract significant features from the process, depending on the cutting conditions, which serve 
as learning data for the ANN structure. The model should be applicable for practical cutting in such a way 
that the predicted values of surface roughness could be a sign to adapt the cutting parameters in order to 
achieve the required surface quality or to detect disturbances in the process (tool wear, unfavorable chip 
shape, lack of coolant). In the introduction we also draw attention to the lack of adequate sensors and 
indicate that the sensing technology will play an important role in the development of future manufacturing 
systems. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Further investigation of our monitoring concept for finish machining processes was therefore oriented 
towards the search for reliable sensing. Some of the results using the AE-jet sensor were discussed at SEM 
and CIRP conferences (see Dolinsek at [4] and [5]). The main advantages of this sensor were presented as 
improvements of the signal to noise ratio, simple upgrade, and the fact that the cutting process and sensor 
are not reciprocally disturbed. Through the spectral analysis technique, and with adequate averaging 
procedures, we were therefore able to gain some useful information for the further development of our 
monitoring model. 
Artificial neural networks (ANNs) were used as a operating tool because they can handle strong non- 
linearites, a large number of parameters, missing information, and the characteristics of the data which are 
also significant in our monitoring approach. Based on their inherent learning capabilities, ANNs can adapt 
themselves to changes in the production environment, and can also be used in case where no detailed 
information is available about the relationships among the various manufacturing parameters. In many 
cases, there is also no exact knowledge about the relationships among parameters; it is unknown which 
input-output configuration of an ANN can satisfy the accuracy requirements. Therefore, a method is needed 
for automatic input-output configuration of the applied ANN model. This paper therefore addresses the 
problem of automatic input-output configuration and generation of ANN-based monitoring models, i.e. 
those parameters to be considered as inputs, and those as output, in order to accurately predict surface 
roughness and classify tool wear in the finish turning process. 

AE-JET SENSOR FOR MONITORING A FINISH MACHINING PROCESS 
In researching Tool Condition Monitoring (TCM) systems for the manufacturing processes and introducing 
them to the workshop environment we are engaged in solving three main tasks : 

• building up a sensor system which is reliable for sensing the process parameters with minimal influence 
on the process, 

• applying proper signal processing techniques capable of processing the real life signals, 
• developing decision-making algorithms capable of estimating the process conditions. 

In such an feature-based approach, we observe some features, extracted from sensor signals in order to 
identify different process conditions and compare them to normal and unfavorable cutting conditions. This 
process is generally not too complicated, but the success of the monitoring depends greatly on exact 
correlation of the measured parameters to the cutting process characteristics - i.e. the sensors are the first 
and main component leading to the successful solution of our tasks. Once we find or build-up a sensor 
which satisfies the main requirements demanded in practical monitoring approaches: measurement close to 
the machining point; no influences on the machine-tool characteristics; function independent of tool or 
workpiece; low costs; maintenance and wear free; resistance to dirt and to mechanical and thermal 
influences, minimal reciprocal disturbances between the process and sensor, simple upgrade which allows 
easy further improvements. Thus we can further develop our monitoring model by applying signal 
processing, feature extraction and decision making procedures. When this intelligent part is successfully 
solved the final hardware integration into the sensor is not a complicated task. 

One of the most promising tool monitoring techniques is based on sensing the Acoustic Emission (AE) 
signals generated at the cutting zone. Extensive publications have demonstrated the extreme sensitivity of 
AE signals to certain process parameters (etc. Dornfeld at [6]). In general it is agreed that during metal 
cutting, plastic deformation (continuous type of AE signals) and fracture of the material (burst type of AE 
signals) are major sources for AE waves. One of the basic researches of the AE phenomena in the cutting is 
that made by Moriwaki, who illustrated in detail seven possible sources of the AE signals in the vicinity of 
the cutting process [7]. However in sensing and analyzing the AE signals generated in the cutting process 
we will always face two main obstacles: 

• it is almost impossible to built-up a physical model of the AE signal in relation to the AE waves, since 
the signal generated in real cutting processes in complex workpiece structures is continuous and random, 

• we expect the sensor used in metal cutting problems to be reliable in sensing AE signals from all sources 
of generation with the ability to differentiate between the sources, but without any other interferences. 
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Due to those limitations, the most common approach of the application of the AE in monitoring of cutting 
processes is at present still a simplified sensing of the mixed AE signals. From the content of the acquired 
AE signals using a suitable post-processing procedure one can then identify different process conditions. 
Although many different sensors are available for AE measurements, only few can be used in a machine 
tool in which aggressive ambient conditions occur. The main disadvantages of traducers, which are mainly 
designed for non-destructive inspection or research work, are that they cannot withstand the high 
temperatures, large coolant volumes and abrasive wear through chips. With a new concept of AE 
transducers (see [8]), - the Water-jet AE sensors - a liquid or coolant stream is used as a transmission 
medium to transfer AE signals generated from the cutting process to the PZT element. As the distance 
between the cutting zone and transducer element is small, the damping effect is minimized, and the signal- 
to-noise ratio is significantly improved. The construction of the sensor, developed for our monitoring task, 
presented in Fig 1, was a practically built-in CNC finish turning machine. The applicability of this sensor in 
the finish turning process was tested throughout the proper analysis of the acquired AE signals and further 
relation of their content to the process conditions. 

Fig. 1. AE-jet sensor for monitoring a finish machining process built-in CNC turning machine 

All the tests were made by using cutting conditions producing continuous chips. Therefore, a frequency 
analysis of the signals - using the well known assumption for continuous random signals - could be applied 
as the signal processing technique. In order to obtain satisfactory amplitude estimations in spectral analysis, 
75 averages within sample and 15 averages between the samples, were performed. Fig. 2 presents the 
response of the sensor when the tool is not cutting (free run of the turning machine). We can see that the 
power spectra of the signals shows a distinctive amplitude peak in the range of the resonant frequency of the 
sensor, and that the energy of the signal is mainly distributed within the range of 100-610 kHz. 

In Fig. 2, which also presents a comparison of the spectra of AE signals obtained in cutting with different 
parameters, we notice that the spectra and their energy are altered according to the changes in cutting 
conditions. From the results presented here, and those already published [4,9], the following conclusions 
can be drawn: 

the energy of the AE signal is mainly distributed in the frequency range of 100-610 kHz, 
the sensivity of the sensor depends on the position of the piezo-ceramics placed inside the coolant 
stream, 
this sensor can be used in workshop conditions with the coolant supplied by the machine tool pump, 
tool wear is one of the most influential factors in increasing the energy of the AE signal. 
the sensor is sensitive to AE signals obtained by cutting different workpiece materials and according to 
the variations of the machining parameters; their influence can be seen from different spectral energies. 
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Fig. 2. Spectra of the AE signals in finish turning process obtained 
in cutting with different cutting conditions 

ANN AS A TOOL FOR INTELLIGENT PROCESSING OF AE SIGNALS 
Considering the input and output variables in our model for monitoring a finish turning process as a set of 
parameters, the ANN model estimates a part of this parameter set based on the remaining part. This 
selection strongly influences the accuracy of the developed model, especially if dependencies between 
parameters are non-invertable. In different cutting conditions (e.g. first cut with sharp tool, non-uniformities 
in material structure, disturbances in coolant flow), the tasks are different; consequently, the estimation 
capabilities of the related applied models are different, even if the same set of parameters obtained with the 
same cutting parameters is used. One of the main goals of the research was to find a general model for a set 
of assignments which can satisfy the accuracy requirements. This goal was achieved by a sequential forward 
selection (SFS) search algorithm, which uses the heuristic of speed of ANN learning. This method 
incorporates: 

• determination of the number of output variables, 
• determination for each parameter to be either input or output. 

The method also builds up the appropriate ANN model without considering the assignment of an engineer; 
it is also useful in the case of strong non-linear relationships. [10]. Research also focused on how to apply 
the general model for various tasks. Usually, the engineer knows some parameters of a process and the 
modelling task is to determine the other parameters while satisfying some constraints. After obtaining the 
general ANN model, in almost every case, part of the input and output variables of the general model are 
known by the user; the task of modelling is then, to search for the remaining, unknown input and output 
parameters. In order to realise this, a simulated-annealing search method was used to determine the 
unknown input parameters.  After obtaining the appropriate input parameters, the unknown output 
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parameters can be determined by a simple ANN estimation. The values of the unknown input parameters 
are appropriate, if: 

• they are between their minimum and maximum values, 
• the estimated unknown output parameters are between their minimum values, 
• the estimation of the output parameters determined on the basis of known and unknown input parameters 

ensures that the estimated values of the known output parameters are equal to their known values 

The first and second conditions determine the validity of the ANN model. With the help of this method, all 
possible assignments of an engineer can be solved by the general ANN model [11]. As a practical 
demonstration of the method, an example of the evaluation of the AE signals from finish machining 
experiments will be analysed. In this investigation, the target is to estimate the roughness of a product 
surface based on known values of cutting parameters and measured AE signals. The cutting parameters, 
which were varied, are feed (f= 0,01-0,2 mm/rev), cutting speed (vc= 100-500 m/min) and depth of cut (a = 
0,1-1,2 mm). From the measured AE signal and its energy content, significant features were calculated 
using particular energies found in four frequency ranges (according to the findings from previous 
investigations [3,4] ), 50-750 kHz, 99-249.5 kHz, 249.5-400 kHz and 400-610 kHz. These seven 
parameters together act as known parameters, while the roughness acts as the parameter to be estimated. 
Since the non-linear dependencies among these parameters are already experienced, an ANN model can 
consequently be used to realise the mapping among parameters. 

The concept of building an intelligent sensor for a finish machining process is based on the idea of 
performing on-line learning as fast as possible over the whole range of applicable cutting parameters with 
satsfactory accuracy, in prediction of the process conditions. Using statistical planning of experiments, 21 
measurements were used to build up an ANN model (the selection of parameters are presented in Fig. 3) 
with seven machining situations to test the behaviour of the applied ANN model. The above-described 
method was used to demonstrate the automatic input-output configuration of the ANN. 
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1 300 0,07 0,5 
2 200 0,07 0,5 
3 400 0,07 0,5 
4 300 0,04 0,5 
5 300 0,10 0,5 
6 300 0,07 0,2 
7 300 0,07 0,8 
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Fig. 3. Planning of the experiment for learning and test data. 

Because the number of learning vectors is small, we firstly tried to build up an ANN model with one hidden 
layer and two hidden nodes. The target average estimation accuracy of the ANN model was± 2.5%. The 
above described method found one output parameter that can be estimated by the ANN model based on the 
remaining parameters (inputs). This was the energy parameter El (50-750kHz). The roughness becomes the 
input of the model. Fig. 4 shows the input-output configuration of this ANN model. With the help of this 
new method it is therefore possible to estimate the unknown parameters based on the values of known 
parameters, regardless of whether were the input or output of the ANN model. In such a way, the estimation 
of the roughness based on known values of v, f, a, Eh E2, E3, E4 was performed. The seven test situations 
were reviewed at the first stage. In each of the situations, the estimations were repeated ten times to check if 
there were more solutions for the given estimation task. The estimations of surface roughness with this 
ANN model, presented in Fig. 4, are not very accurate, but the developed algorithm reports through the 
parameter Ej that the roughness can not be estimated accurately enough. 
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Fig. 4. The input/output configuration of the first ANN model with estimated and target roughness. 

Very similar estimates were obtained with the situations used to build the ANN model. The conclusion is 
that the ANN model is inappropriate; consequently, the number of input nodes must be enlarged. A second 
investigation was performed with an ANN having 6 hidden nodes. In this case, the I/O configuration of the 
resulting ANN was different from the previous one. This ANN with five inputs and three outputs is 
presented in Fig. 5. The outputs are El5 E2, and E4. To check if the model was sufficiently accurate, the 
roughness estimation was performed on the learning data set. The results of these estimations show that the 
ANN model learns the dependencies between the inputs and outputs from the learning data set. To test the 
model in test cutting situations, estimates of roughness were performed with this new ANN configuration, 
repeated ten times for each situation. The results of the estimated and measured roughness (Fig. 5) show 
that the ANN is unable to estimate the roughness in these situations, although it could perfectly estimate the 
learning data. This shows that in further investigation the quantity of learning data must be increased. 

1.9 J 

1.4 - 
0.9 -) 
0.4 - 

"""- ^ Mr 
—-Ra-est ! 

-*- Ra-targ 

11111111 11! 1111111111111111 i 111111 11111111111 i I <: TV""" ! i:,": 11 r 

1 9 17 25 33 41 49 57 65 

Fig. 5. The input/output configuration of the second ANN model with estimated and target roughness. 

CONCLUSIONS 
The introduction of automatic control of the machine tools, and the highly invisible cutting area inside the 
machine tool, have made monitoring of the processes even more difficult. In recent years, extensive efforts 
have been spent to develop such systems; however, reliable and marketable products are still unavailable. In 
this paper, the latest results are presented in using a more sensitive sensor - the AE-jet sensor - to monitor 
the finish turning process in order to obtain the prescribed surface finish of the products. The response of 
the sensor is adequate to the damping characteristics of the cutting process in relation to changes in cutting 



853 

conditions; response can be observed directly in spectral energies at different frequency ranges of the AE 
signal. Using the energies of the AE signals, obtained during cutting, under both favorable and unfavorable 
conditions, we have built-up the concept of monitoring decision-making. Artificial Neural Networks can 
handle non-linearities, multidimensionality, missing information and also the main problem in the AE 
results obtained, the overlap presented by the same values of roughness or AE for different cutting 
parameters. With the new method of building an ANN structure, which can determine the number of 
variables and search for input and output variables, the learning phase is shortened and the prediction is 
improved. The results obtained demonstrated a good direction for further work in this direction. 
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ABSTRACT 
In this paper we describe a general method to automate quality control in the manufacturing of materials 
using a new fuzzy-fractal approach. We also show how to implement this new method in an intelligent 
system to achieve automated quality control in practice. Engineers deal with surfaces and surface properties 
in a wide variety of contexts. In manufacturing, the goal is to produce a surface with specific physical or 
chemical properties. The concept of the fractal dimension can be used to classify a complex geometrical 
object [1]. In this case, we use the fractal dimension to characterize surface roughness of materials for 
manufacturing applications. On the other hand, we used Fuzzy Logic [12] techniques to simulate the expert 
evaluation/decision process to obtain the quality of manufactured materials. Quality evaluation is simulated 
in an intelligent system using as input the information about material roughness and porosity (fractal 
dimension), and then by applying a set of fuzzy rules to decide, on the degree of quality of the production. 

INTRODUCTION 
In this paper we describe a new method for surface quality control in intelligent manufacturing of materials 
based on a new fuzzy-fractal approach. Recently, considerable progress has been made in understanding 
surfaces through application of fractal concepts. The fact that surfaces are fractal was pointed out by 
Mandelbrot [5]. This in turn prompted the development of the dynamic scaling approach for describing not 
only the morphology, but also the dynamics of fractal surfaces [11]. A laser scanner microscope can be 
used to obtain the geometrical information from the samples of materials extracted from production lines. 

We can use the concept of a fractal dimension to classify surfaces according to their geometrical 
complexity. We can define a set of linguistics for surface roughness and porosity, and then a fuzzy rule 
base relating surface geometry to corresponding quality values. The fuzzy-fractal approach can be 
implemented as an intelligent computer program to automate the quality control in material processing. 

Fuzzy Logic and Fractal Theory can increase the efficiency (in accuracy and time) of quality control, 
because an intelligent system has the mathematical algorithms (for fractal dimension) needed to classify the 
roughness of the material, and also because the intelligent system has the knowledge to decide on the final 
quality of the manufactured material. In this paper the authors have successfully generalized their previous 
work on this matter [2, 3], by using the fractal dimension to perform automated roughness classification 
and by developing a knowledge base for evaluation of production quality using Fuzzy Logic techniques. 

FRACTAL CHARACTERIZATION OF SURFACES 
Engineers deal with surfaces and surface properties in a wide variety of contexts. In some applications the 
goal is to produce a surface with a specific physical or chemical property, but often surfaces are inherently 
formed in industrial and natural processes. Due to the generality and importance of these processes, 
developing an efficient approach to characterize surface structure and its dynamics and understanding how 
surfaces are formed is a challenging problem of practical interest to engineers. Recently, considerable 
progress has been made to understand surfaces through application of fractal concepts [5] and dynamic 
scaling theory [11]. For example, a tungsten oxide surface layer exhibits geometrical scaled properties 
suggesting a fractal structure over a scale range [6]. The fractal dimension of the surface is defined as: 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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d = [lnN(r)] / [ln(l/r)] 

where N(r) is the number of boxes covering the surfaces and r is the size of the box. An approximation to 
the fractal dimension can be obtained by counting the number of boxes covering the surfaces for different r 
sizes and then performing a logarithmic regression to obtain d (box counting algorithm). 

The fractal dimension can be used to characterize surface roughness of materials. The reason for this is that 
the fractal dimension measures the geometrical complexity of objects. In this case, surface roughness can 
be classified by using the numeric value of the fractal dimension. If we consider surface roughness as a 
linguistic variable and we assign it the following linguistic values: bad, regular and, good we can design a 
classification scheme as shown in Table 1. 

Table 1. Fuzzy rule base for surface roughness. 

IF THEN 
fractal dimension low                        surface roughness good 
fractal dimension medium                  surface roughness regular 

 fractal dimension large surface roughness bad  

The reasoning behind this classification scheme is that when the surface is smooth the fractal dimension of 
the surface will be close to one. On the other hand, when the surface is rougher the fractal dimension will 
be close to a value of two. We can define membership functions for the linguistic values of the fractal 
dimension and the surface roughness considering the range of numeric values of these variables. 

This fuzzy-fractal characterization has the advantage of enabling the management of uncertainty in this 
domain of application. Also, it can be used for quality control in manufacturing of materials, because 
surface roughness is one of the most important properties in material processing. We can also apply the 
concept of fractal dimension to characterize surface porosity in a similar way. By considering porosity as a 
linguistic variable, a similar classification scheme can be used with a different membership function scale. 

FUZZY LOGIC FOR QUALITY CONTROL 
Fuzzy logic techniques can be used to achieve automated quality control in material processing. In this 
case, a set of fuzzy rules is needed to relate relevant physical characteristics of the material (to be 
produced) with the quality of the product. In our approach, we assume the fractal dimension can be used as 
a classification technique which can be input to the fuzzy rules for quality control. The fuzzy rules contain 
the knowledge of human experts for the specific application domain of material processing. If we consider 
the quality of the product as a linguistic variable with linguistic values: bad, regular, good, and excellent, 
we can establish a fuzzy rule base for quality control as shown in Table 2 (only part of the knowledge base 
is shown). We also use the temperature during the material processing as a linguistic variable with values: 
high, medium, and low, and the total time of the process with values: large, medium and short. 

Table 2. Sample fuzzy rule base for quality control. 

IF AND AND AND THEN 
surface roughness       porosity temperature time      quality 

excellent 
good 
good 
good 
good 
regular 
regular 
bad 

good good medium medium 
good regular medium medium 
regular good medium medium 
good good high medium 
good good medium large 
good regular high medium 
regular good medium high 
bad bad low small 
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The reasoning behind this fuzzy rule base is that if surface roughness is good and porosity is good, then 
product quality can be considered good. Otherwise, it can be considered regular or bad as shown in the 
rules. The use of fuzzy logic in manufacturing applications has been well recognized [7, 8, 9] and many 
applications have been developed. In this case, we arrived to the conclusion that the best way to convey the 
information about the quality level of the manufactured product is to use fuzzy sets [12]. Also, we think 
that the best way to reason with uncertainty in this case is by using fuzzy logic. We can say then that the 
integration of the power of fuzzy logic with the mathematical concepts of fractal theory enables automated 
quality control in materials processing. 

NEW METHOD FOR SURFACE QUALITY CONTROL 
USING FUZZY-FRACTAL APPROACH 
The new method for surface quality control consists in the integration of the method for fractal 
characterization of surfaces and the use of fuzzy logic techniques for quality evaluation of the product. We 
show in Figure 1 how the method works, beginning with the samples of materials extracted from 
production lines and ending with the final evaluation of production quality. 

Samples of 
materials r 

Geometrical 
Forms 

Image 
processing V 

digital 
information 

Fractal 
method \1 

roughness 
porosity 

Fuzzy logic 
techniques 7 

Production 
Quality 

Fig. 1. New method for automated quality control in material processing. 

The samples of materials are extracted randomly from production lines (this is the only part that is not 
automated) and prepared for identification. Then a laser scan microscope is used to digitize the geometry of 
the surface. The digitized information is then used as input for the method of characterization of the surface 
(using the fractal dimension). Finally, the fractal characterization of the surface is used as information by a 
knowledge base of fuzzy rules to decide on the general quality of the production. 

We will consider briefly the application of our new fuzzy fractal approach for the case of an oxide layer 
surface [6]. In Figure 2 we show the oxide layer structure. The oxide depth is divided in two layers. The 
lower one D2, close to the tungsten substrate C is considered as an homogeneous layer. The upper one Dl, 
limited by the rough surface is a mixed layer filled with a volume Vx of oxide X and a volume Ve of empty 
space S. The upper layer is the one that is considered for classification purposes using the fractal 
dimension. The limiting curve (boundary) of the upper layer is used to measure the roughness of the 
surface as described in Section 2. 

(Urn)   2 

Dl heterogeneous oxide layer 

D2 homogeneous oxide layer 

C tungsten substrate 

Fig. 2. Oxide profile on tungsten surface. 

The new method for quality control simulates the expert decision process involved in obtaining the degree 
of quality of the production. This method uses as input the information obtained by the fractal method and 
then applies heuristics of the experts (implemented as fuzzy rules) to decide on the quality of the 
production. 
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We have implemented the new method for automated quality control in the MATLAB programming 
language. The computer program can be considered an intelligent system for quality control in the 
manufacturing of materials. The two main modules of the intelligent system are the fuzzy logic module and 
the fractal module. The fractal module consists of a computer program that is an implementation of the 
method to characterize surfaces using the fractal dimension. This computer program uses geometrical form 
of surface (obtained from samples of the material) to estimate the fractal dimension (box dimension) using 
a well known algorithm [5]. The expert module is a computer program that is an implementation of the 
method to perform automated evaluation of production quality. The knowledge base of this module consists 
of a set of fuzzy rules containing the knowledge of the human experts for the domain of quality control in 
the manufacturing of materials. 

EXPERIMENTAL RESULTS 
To give an idea of the performance of our fuzzy-fractal approach for automated quality control, we show 
below simulations results obtained for several types of materials. First, we show in Figure 3 the fuzzy rule 
base for prototype intelligent system developed in the fuzzy logic toolbox of the MATLAB programming 
language [10]. 
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Fig. 3. Fuzzy rule base in the rule editor of the fuzzy logic toolbox of MATLAB. 

Figure 4 shows the membership functions for the values of the "quality" linguistic variable. These functions 
were defined in the membership function editor of the fuzzy logic toolbox. 
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We show in Figure 5(a) the non-linear surface for the problem of quality evaluation using as input 
variables: roughness and porosity. We also show in Figure 5(b) the non-linear surface for the roughness and 
temperature. The three-dimensional surfaces represent the non-linear fuzzy model for the problem. 
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Fig. 5. Non-linear surface for quality evaluation with respect to 
(a) roughness and porosity, (b) roughness and temperature. 

We show in Figure 6 the reasoning procedure for quality control when specific values for the roughness 
and porosity are given. In this figure we can see how the final quality of the product is evaluated with the 
Mamdani inference system [4]. The results correspond to the values given by the real human experts for the 
domain of application. 

We have to mention here that these simulation experiments for a specific problem of material processing 
show very good results. We have also tried our new fuzzy-fractal approach for quality control with other 
types of manufactured products with encouraging results. 
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Fig. 6. Reasoning procedure for specific values of the roughness and porosity 

CONCLUSIONS 
We have very good simulation results in automated quality control, with our new fuzzy-fractal approach, for 
several types of manufactured products. For the specific case of material processing, the use of the fractal 
dimension to characterize the surface of the material is a good choice because it enables an efficient classification 
scheme for the roughness and porosity of the material. On the other hand, the use of fuzzy logic enables quality 



860 

evaluation of the product using as input the linguistic values of porosity and roughness. The new method for 
quality control combines the advantages of fuzzy logic (use of expert knowledge) with the advantage of fractal 
theory (an efficient classification scheme) to achieve the goal of automated quality control in material 
processing. Our new fuzzy-fractal approach can be used for different kinds of products because the fractal 
dimension can be used to characterize the geometrical complexity of the product, and fuzzy logic enables the 
simulation of the expert decision process for quality evaluation. We can conclude then that in this paper the 
authors have successfully generalized their previous work on fractal characterization of geometrical objects [1], 
with a computer system that can perform automated quality control of materials processing. Also, we can 
conclude that the combination of Soft Computing techniques and Fractal Theory is giving us a better method for 
quality control (more efficient in time and in accuracy). 
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ABSTRACT 
As compared with the conventional rigid-plastic finite element methods, the rigid-plastic finite-boundaiy 
element method is formulated with mixed-type. Therefore, this method possesses a merit in that this 
method can cover the compatibility of not only nodal velocity but also nodal velocity's derivative. On the 
other hand, the rigid-plastic finite-boundary element method does not need repetitional calculations in any 
computing step. Therefore, this method possesses another merit in that there is not any divergence 
possibility of repetitional calculations. An axisymmetric indentation problem is analyzed by the rigid- 
plastic finite-boundary element method in this paper. The processes from 0% to 30% reduction in the 
vertical height are simulated. Contours of effective strain, effective strain rate, effective stress and shear 
stress, etc. are obtained successfully. 

INTRODUCTION 
The rigid-plastic finite-boundary element method is formulated with mixed-type where the mixed 
variables are nodal velocities and derivatives of nodal velocity. Therefore, this method can cover the 
compatibility of not only nodal velocity but also nodal velocity's derivative, and nodal velocities and 
derivatives of nodal velocity can be calculated with the same precision for this method. While, the 
conventional rigid-plastic finite element methods are formulated with single-type, then these methods can 
not cover the compatibility of nodal velocity's derivative, and nodal velocities and derivatives of nodal 
velocity can not be calculated with the same precision. On the other hand, the rigid-plastic finite-boundary 
element method is a kind of solution in open form, then it does not need repetitional calculations in any 
computing step. Therefore, this method possesses another merit in that there is not any divergence 
possibility of repetitional calculations. While, the conventional rigid-plastic finite element methods are 
almost a kind of solution in closed form which needs repetitional calculations in every computing step, 
then there are some divergence possibilities of repetitional calculations in the conventional methods. 

In this paper, the axisymmetric rigid-plastic finite-boundaiy element method is formulated, and an 
axisymmetric indentation problem is analyzed by this method. 

AXISYMMETRIC FORMULATION 
For a small axisymmetric element, the differential equations on mechanics equilibrium can be expressed as 
(In this paper the body forces are omitted for simplicity.): 

—- + —£=• + —S—i = o (la) 
dR dZ R 

 + -^ = 0 (lb) 
dZ        R 

It may be assumed that the small element consists of a kind of rigid-plastic material. By the theory of 
compressible plasticity[l] which introduces a term of dilatation into the yield criterion, the relation 
equation of stress and strain rate can be written as: 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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wbeie g is a material constant that indicates dependence of hydrostatic stress, o. q and £. 4 denote the 

effective stress and the effective strain rate, respectively, u and v denote velocity components. 

Because we can assume the ratio of c, q/g„   in the small element to be a constant. Substituting equation 

(2) into equations (1), the following equations of mechanics equilibrium on the small axisymmetric 
element are derived: 
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It may be considered that the rigid-plastic small element bears two load systems ( forced system and 
observed system ). Then, Samigliana's equation[2] in the case of that forced point lie outside analysis 
zone can be applied to the small element Therefor, the following integral equations on the small 
axisymmetric element Q are given: 

^3 
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where u"(p,Q) is a fundamental solution, which is a function of distance between a forced point p (lying 
outside analysis zone) and an observed point Q (lying inside analysis zone or on boundary of analysis 
zone): 

u*(p,Q) =     l 

(4a) 

(4b) 

r(P.Q) 
(5) 

where r(p,Q) is the distance between point p and point Q. We can apply Green's equation to the fust terms 
of equations (4), and obtain the following equations: 
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wherer' and ß' are the boundary and the domain on meridional plane of the small axisy mmetric element 
Q respectively. We do a discretization for the small axisymmetric element, that is dissociating the 
boundary r ' into L boundary elements and the domain Q' into one finite element Then, the following 
linear equations that variables are nodal velocities and nodal velocity's normal change rates are obtained: 
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where u. and v„ are nodal velocities, q,, and q^ are nodal velocity's normal change rates. Nt and N are 
the shape function vector of boundary element and that of finite element, respectively. 

ü'=ü*(p,Q)=r u*(p.Q)de(Q) (1°) 
o 

q*=q*(p,Q)=/q*(p,Q)de(Q) <") 
o 

In equation (9), the forced points p lie outside the finite element and the observed points Q lie at the 
boundary element An axisymmetric workpiece can be dissociated into M small axisymmetric elements, 
then linear equations on the axisymmetric workpiece can be obtained by globalization 

II i fi*RNfcq„dr' -11 / A-RN^«* I / ö •^1_-H—— h«dz + 
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Number of the linear equations on the workpiece is determined on number of forced points p. The distance 
between every two forced points p ought to be longer than about 0.2 mm to keep independence of every 
equation 

0* and q* can be calculated as the following equations: 

fl-= , 4K(S)            if y>y0 (13a) 
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2(p,Q)+4lR(p)lR(Q) 

'-Ss*«** *™- (13b) 
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Vr,2(P.Q)+4|R(p)|R(Q) l2R(Q)[ r.^.Q) 

3R(Q) + 

öiKQ) 

jse,~3tt«- 
4     1 JR(P)|R(Q) R(Q) 12iy 1/2W+ |R(p)|R(Q) 

dQ_1/2(y) 
dy 

3R(Q)4 

dn(Q) 
Z(p)-Z(Q) dQ.1/2(Y) aZ(Q)) 

|R(P)I dy      3n(Q)J    ,fY"Y» (14b) 

where 

r,(p,Q)= V [R(P)-R(Q)]2+ (Z(p)-Z(Q)]2 (15) 

s^^-Ä» o.s.l (16) 
r1

2(pfQ)+4|R(p)|R(Q) U°; 

Y=Y(P.Q)=l+-7^^—     y»l (17) 
2|R(p)|R(Q)       r *"' 

y0* 1.05-1.10 

K(s) denotes the 1st kind of full elliptic integration, and can be approximately calculated as the following 
equation if s-«l: 

E(s) denotes the 2nd kind of full elliptic integration, and can be approximately calculated as the following 
equation if s-<l: 

Q-WZ(Y) denotes the 2nd kind ofLegendre function, and can be calculated as the following equations[2] if 
y is small: 

Q-w2(Y)=-{m(-^j (20) 

dy 2(y-l) (Zl) 

To avoid singularity, the following limitations are adopted: 
R(Q)*0.1 [mm] (22) 
|R(p)|*0.1 [mm] (23) 
r,(p,Q)*0.2 [mm] (24) 

Nodal boundary conditions can be written as: 
1) Velocity boundary condition: 
u« = uc;   v« = vc (25) 
2) Friction boundary condition: 
P« = HP» (26) 
3) Free surface boundary condition: 
P» = 0;   p, = 0 (27) 

where uc and vc are known nodal velocity vectors, ix is a friction factor. pB and pt are a nodal normal 

pressure and a nodal tangent pressure, respectively, which can be calculated from nodal stress vector oa. 

For every node, number of the nodal variables must be equal to number of nodal equations (including the 
number of nodal boundary conditions). 
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RESULTS OF ANALYSIS 
The object of analysis is an axisymmetric indentation, only the upper half of the workpiece being 
considered owing to symmetry. The processes from 0% to 30% reduction in vertical height of dies are 
simulated. The.three-noded quadratic boundary element and the eight-noded quadratic finite element are 
adopted on the meridional plane of the axisymmetric workpiece. L in equations (9) and (12) is taken as 4. 
Whilst g is assumed as 0.01. Friction factor n is taken as 0.1. The velocity of dies is 1.0 mm/s. 

Figure 1 depicts contours of effective strain rate at 10% reduction ( where one quadrant of the workpiece is 
shown). It may be seen that the effective strain rate near to the centre zone is large, whilst those near to 
the dies and the outer middle zone are small. 

Figure 2 and figure 3 depict contours of effective strain, in which figure 2 is the calculated result at 20% 
reduction and figure 3 is that at 30% reduction. As seen in these figures, the effective strain near to the 
centre zone is large, whilst that of the outer zone is small at the two reductions, and values of the effective 
strain follow increase in the reduction. 

Figure 4 depicts contours of effective stress at 20% reduction. Comparing this figure and figure 2, it is 
seen that the distributions of effective stress and effective strain are about the same. It is because that the 
effective stress is only a function of the effective strain for this paper. 

 y 
M ^_^"d 

^ 0\ b]   c/ V 
a: 0.140 s-! 
b: 0.110 S-» 
c: 0.008 s-i 
d: 0.049 s-» 

Fig. 1. Contours of effective strain rate at 10% reduction 

a: 0.305 
b: 0.270 
c: 0.236 
d: 0.201 
e: 0.166 

Fig. 2. Contours of effective strain at 20% reduction. 

a: 0.427 
b: 0.378 
c: 0.329 
d: 0.279 
e: 0.230 

Fig. 3. Contours of effective strain at 30% reduction. 
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Design of Intelligent Spindle for High Speed Machiing 

B.L.Zhang, Y.P.Li, B.S.Zhu, P.Ma and Y.Luo 

Dept. of Mechanical and Electronic Engineering 
Guangdong University of Technology 

729 East Dongfeng Road, Guangzhou 510090, CHINA 
Tel/Fax: 86-20-87613563       Email: blzhang@,gdut.edu.cn 

ABSTRACT 
The Spindle is the most important component in a high speed CNC machine tool. Its thermal and dynamic 
behaviors are almost decided by the drive system and the support system of the spindle. Some special 
requirements for high speed spindles must be satisfied. C-axis control is also required. A high speed, high 
power spindle driven by a built-in motor has been developed. The frameless spindle motor is located 
between the bearings. The frameless motor is cooled by a air-water cooling system. Si3N4 ceramic ball 
bearings are used to support the spindle. An oil-air lubricator is used to reduce the friction force and control 
the temperature-rise. Some design problems are discussed for improving the behaviour of the machine tool. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Autonomous Control of Complex Dynamical Systems in 
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ABSTRACT 
Space missions have historically relied upon a large ground staff, numbering in the hundreds for complex 
missions, to maintain routine operations. When an anomaly occurs, this small army of engineers attempts 
to identify and work around the problem. A piloted Mars mission, with its multiyear duration, cost 
pressures, half-hour communication delays and two-week blackouts cannot be closely controlled by a 
battalion of engineers on Earth. Flight crew involvement in routine system operations must also be 
minimized to maximize science return. It also may be unrealistic to require the crew have the expertise in 
each mission subsystem needed to diagnose a system failure and effect a timely repair, as engineers did for 
Apollo 13. 

Enter model-based autonomy, which allows complex systems to autonomously maintain operation despite 
failures or anomalous conditions, contributing to safe, robust, and minimally supervised operation of 
spacecraft, life support, ISRU and power systems. Autonomous reasoning is central to the approach. A 
reasoning algorithm uses a logical or mathematical model of a system to infer how to operate the system, 
diagnose failures and generate appropriate behavior to repair or reconfigure the system in response. 

The 'plug-and-play" nature of the models enables low cost development of autonomy for multiple 
platforms. Declarative, reusable models capture relevant aspects of the behavior of simple devices (e.g. 
valves or thrusters). Reasoning algorithms combine device models to create a model of the system-wide 
interactions and behavior of a complex, unique artifact such as a spacecraft. Rather than requiring 
engineers to envision all possible interactions and failures at design time or perform analysis during the 
mission, the reasoning engine generates the appropriate response to the current situation, taking into 
account its system-wide knowledge, the current state, and even sensor failures or unexpected behavior. 

INTRODUCTION 
Exploring and ultimately settling Mars will be a milestone in the development of our civilization and an 
uncompromising measure of our courage, cleverness and resolve. Accordingly, it will also be an 
unprecedented technical challenge, involving multiple interdependent mission elements, multiyear 
duration, incredible budgetary pressure and the duty to protect human lives in a harsh environment millions 
of miles from Earth. Evidence of the utility of highly capable, robust and coordinated autonomous systems 
in meeting this challenge pervades mission scenarios such as Mars Direct [1] and the NASA Mars 
Reference Mission [2]. 

Model-based autonomy involves the use of automated reasoning engines and high level models of the 
system being controlled to generate correct system behavior on the fly, even in the face of failures or 
anomalous situations. This approach is proving to be a robust and cost effective method for developing 
more highly capable autonomous systems than have been deployed in the past and might prove invaluable 
to the development of piloted missions to Mars. 

The next section of this paper describes why autonomous systems are needed to explore Mars. Section 3 
discusses how this work can contribute to cheap, safe, robust, and minimally supervised systems on Mars. 
Section 4 describes Livingstone, one of the reasoning engines developed at Ames that will be tested 
onboard a spacecraft next year. Section 5 describes a number of Mars-related testbeds that are making use 
of model-based autonomy technology. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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THE UTILITY OF AUTONOMY ON MARS 
The need for robust, inexpensive and productive operation of remote assets on Mars appears throughout 
both the Mars Direct scenario and the Mars Reference Mission. In both of these mission designs, initial 
mission elements such as in-situ propellant production (ISPP) plants and the crew return vehicle must be 
able to operate for a period years in a harsh environment with limited downlink capabilities and a reduced 
set of ground control personnel. Such systems must maintain efficient operation in spite of unexpected 
failures, novel environmental phenomena and degraded system capabilities. Safety places high demands on 
system robustness: the crew cannot depart Earth if propellant plant down time results in inadequate 
production or if the return vehicle cannot verify nominal operation. 

Once the crew does depart Earth, they will be travelling two orders of magnitude farther from home than 
the Apollo crews. They will be separated from mission control by thirty-minute communication delays and 
potentially multi-day communication blackouts imposed by the relative positions of Mars and the Earth. 
There will be a number of systems upon which the crewfc ability to reach Mars or survive an abort to Earth 
will depend: life support, attitude control, propulsion, communications and power generation are examples. 
While only life support might seem to require immediate response to anomalies, many other situations 
require on board response as well: losing attitude control during an aerobreaking maneuver, failures which 
need to be quickly saved, and loss of communications with Earth are all cases in point. 

Once on the Martian surface, maximization of exploration becomes a focus in addition to safety. We do not 
yet have the resources to send crews of fifteen to Mars to run a Martian science outpost and support system. 
Hence crew involvement in routine operations such as controlling the life support system or maintaining 
rovers must be minimized and minor anomalies must be resolved locally rather than awaiting ground 
analysis. In addition, to maximize science return in this unknown environment, operations on Mars must be 
able to rapidly adapt to take advantage of new science opportunities or make the best of degraded 
capabilities. 

These challenges to maintaining safety and productivity on Mars from Earth for several years are daunting 
when one considers the current state of mission operations. Current piloted missions rely upon near- 
instantaneous contact with hundreds of engineers and operators on the ground. In addition, recent attempts 
to teleoperate relatively simple systems for ninety days on Mars resulted in a considerable fraction of the 
mission being used to determine the state of the remote system and return it to productive operation, often 
over the course of a day or more [3]. 

The Reference Mission therefore explicitly calls for autonomous systems on Mars to allow unmanned 
systems to robustly prepare for human arrival, to protect crew and resources by rapidly responding to 
critical failures, to free explorers from routine operations and to control operations costs for this complex, 
multi-year mission. In this context, autonomy means the ability to correctly react to a wide range of 
circumstances, both usual and anomalous, without the need for direct human supervision. If available, a 
robust onboard autonomy capability would enable safer, more affordable missions to Mars by allowing 
complex systems such as life support systems or spacecraft attitude control systems to operate for extended 
periods of time without supervision over a wide range of nominal and anomalous operating conditions. The 
benefits would be increased safety and reduced downtime for mission critical systems, leverage of scarce 
human skills by automation of routine tasks, and reduced ground operations due to unattended recovery 
from anomalies and less detailed commanding requirements. 

Currently, NASAfe operational experience with the type of high capability, failure-tolerant autonomy 
described in the Reference Mission is low. To date, no fully automated power plants, life support, or 
cryogen plants have been deployed. Some automated planning and scheduling has been used to pre- 
compute command sequences for spacecraft and to schedule space shuttle refurbishment, but no deployed 
system has autonomously replanned its mission activities in the field. In addition, the robotic systems that 
have been deployed in space have been almost entirely dependent upon pre-computed command sequences 
relayed from Earth controllers, and have not been highly autonomous in the sense conveyed above. 

Of course, every unmanned system sent into space has required some level of autonomy: if a spacecraft 
cannot at least point its antenna at Earth and wait for help after the expected kinds of failures, it is likely to 
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be lost. Currently programmers and mission control operators use their commonsense understanding of 
hardware and mission goals to produce code and control sequences that will allow a spacecraft or other 
system to achieve some goal while allowing for some (usually very small) amount of uncertainly in the 
environment. This has the disadvantages of being relatively time intensive, error prone, and not particularly 
reusable. Because of the amount of analysis involved, such systems usually allow for uncertainty by being 
extremely conservative and provide the minimal amount of adaptability necessary to raise the likelihood of 
survival of the spacecraft. If an anomaly occurs the spacecraft or other system typically halts all activity, 
achieves a safe mode, and awaits further instructions. One notable exception is the attitude and articulation 
control system on the Cassini spacecraft, which represents state-of-the-art in deployed spacecraft autonomy 
[4] and which has not been replicated on the "faster, better, cheaper" missions which have followed. 

The cost to develop highly robust autonomous control software and the ability of such systems to improve 
safety and productivity of assets deployed on Mars (or deep space or Europa for that matter) are significant 
risk factors that impact NASA*; ability to accurately plan and scope future missions. One intent of the 
work described in the paper, model-based autonomy, is to demonstrate that highly robust autonomous 
systems can be developed more easily and more cheaply than the more modest systems which have been 
deployed to date. 

What is model-based autonomy? 
Model-based autonomy refers to the achievement of robust, autonomous operation through a growing set of 
reusable artificial intelligence (AI) reasoning algorithms that reason about first principles models of 
physical systems (e.g. spacecraft). In this context, a mode! is a logical or mathematical representation of a 
physical object or piece of software. A first principles model captures what is true about behavior or 
structure of the object (e.g. fluid flows through an open valve unless it is clogged). This is as opposed to 
traditional programs or rule-based expert systems, which capture what to do (e.g. turn on valves A, B, & C 
to start fuel flow) but unfortunately work only in certain implicit contexts (e.g. valves A, B, & C are 
working and A, B & C happen to control the fuel flow). 

Since model-based autonomous systems do not contain an encoding of what to do in each situation, they 
must reason about the appropriate action to take or conclusion to draw based upon their models and the 
currently available information about the environment. The past few decades of AI research have produced 
reasoning engines that can plan a course of action to achieve a goal, identify the current state of a physical 
system, reconfigure that system to enable some function (e.g. make the engine thrust) and so on from a first 
principles model. 

Reasoning directly from the model, the current observations of the world and the task at hand provides 
many large advantages over traditional software development. Not least among these are that the system is 
robust in uncertain environments since it was not hard coded to respond to certain situations, the models 
and inference engines can be reused, and the models explicitly capture the assumptions about the system 
that are being relied upon to control it. 

Benefits of Model-Based Autonomy 
A model-based autonomous controller provides a number of benefits that are critical in the development of 
a robust control architecture required to support a manned mission to Mars. While various control 
techniques have been developed over the years, many of these techniques focus on the low-level control 
response required to maintain the system within a stable operating regime. The control techniques are then 
augmented with a higher-level discrete controller that is often implemented using a traditional software 
development methodology. Developing controllers in this manner is often time-consuming and often the 
resulting controllers are limited in their ability to handle novel component interactions that were not 
explicitly anticipated by the software developer. Furthermore, for devices that must operate without 
operator intervention for extended periods of time, it is often quite difficult if not impossible to write 
software that can handle all of the possible combinations of faults that can potentially occur over time. 

A model-based controller addresses this problem by using a declarative specification of the device being 
controlled and the goals that are to be achieved. This results in increased safety and reliability while 
providing a significant decrease in the overall development costs due to code reuse and the compositional 
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nature of the modeling paradigm. Finally, the use of a declarative specification simplifies the development 
of an advanced user interface that can be used to monitor the state of the device and to query the controller 
to obtain information about the actions that have been taken and the justification for these actions. This 
capability tends to decrease the overall system operation costs since the man power required to monitor the 
device is significantly reduced. 

LIVINGSTONE 
As mentioned previously, Livingstone is a model-based discrete controller. Its function is to infer the 
current state (mode) of each relevant device making up the system being controlled and to recommend 
actions that can reconfigure the system so that it achieves the currently desired configuration goals, if 
possible. In practice, these configuration goals could be provided by a human operating some apparatus by 
issuing high level configuration commands, or by some automated system such as the Smart Executive 
(Exec) mentioned above, which decomposes a high level plan into a series of configuration goals to be 
achieved. Purely for the sake of the discussion below, we will assume the Exec is providing the 
configuration goals and that the system being controlled is a spacecraft. 

To track the modes of system devices, Livingstone eavesdrops on commands that are sent to the spacecraft 
hardware by the Exec. As each command is executed, Livingstone receives observations from spacecraft's 
sensors, abstracted by monitors in the real time control software for the Attitude Control Subsystem (ACS), 
communications bus, or whatever hardware is present. Livingstone combines these commands and 
observations with declarative models of the spacecraft components to determine the current state of the 
system and report it to the Exec. A pathologically simple example is shown schematically in Figure 1. In 
the nominal case, Livingstone merely confirms that the commands had the expected effect on spacecraft 
state. In case of failure, Livingstone diagnoses the failure and the current state of the spacecraft and 
provides a recovery recommendation. A single set of models and algorithms are exploited for command 
confirmation, diagnosis and recovery. 

4. Spacecraft State 
e.g. Switch is still on 

5. Recovery Actions 
e.g. Retry switch command 

ft      t 
Behavior 

prediction 
engine 

I 
Conflict-directed 
Best first search 

3. Qualitative data 
e.g. Current is non-zero 

Monitors 

t 
1. Commands given to 

spacecraft systems 
e.g. Turn off switch 

Fig. 1. Information Flow in Livingstone. 

2. Quantitative data from 
spacecraft sensors 
e.g. Current = 0.3 amps 

The capabilities of the Livingstone inference engine can be divided into two parts: mode identification (MI) 
and mode reconfiguration (MR). MI is responsible for identifying the current operating or failure mode of 
each component in the spacecraft. Following a component failure, MR is responsible for suggesting 
reconfiguration actions that restore the spacecraft to a configuration that achieves all current configuration 
goals required by the Exec. Livingstone can be viewed as a discrete model-based controller in which MI 
provides the sensing component and MR provides the actuation component. Mi's mode inference allows 
the Exec to reason about the state of the spacecraft in terms of component modes or even high level 
capabilities such as 'kble to produce thrust" rather than in terms of low level sensor values. MR supports 
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the run-time generation of novel reconfiguration actions to return components to the desired mode or to re- 
enable high level capabilities such as "able to produce thrust". 

Livingstone uses algorithms adapted from model-based diagnosis [11,12] to provide the above functions. 
The key idea underlying model-based diagnosis is that a combination of component modes is a possible 
description of the current state of the spacecraft only if the set of models associated with these modes is 
consistent with the observed sensor values. Following de Kleer and Williams [13], MI uses a conflict 
directed best-first search to find the most likely combination of component modes consistent with the 
observations. Analogously, MR uses the same search to find the least-cost combination of commands that 
achieve the desired goals in the next state. Furthermore, both MI and MR use the same system model to 
perform their function. The combination of a single search algorithm with a single model, and the process 
of exercising these through multiple uses, contributes significantly to the robustness of the complete 
system. Note that this methodology is independent of the actual set of available sensors and commands. 
Furthermore, it does not require that all aspects of the spacecraft state are directly observable, providing an 
elegant solution to the problem of limited observability. 

The use of model-based diagnosis algorithms immediately provides Livingstone with a number of 
additional features. First, the search algorithms are sound and complete, providing a guarantee of coverage 
with respect to the models used. Second, the model building methodology is modular, which simplifies 
model construction and maintenance, and supports reuse. Third, the algorithms extend smoothly to 
handling multiple faults and recoveries that involve multiple commands. Fourth, while the algorithms do 
not require explicit fault models for each component, they can easily exploit available fault models to find 
likely failures and possible recoveries. 

Livingstone extends the basic ideas of model-based diagnosis by modeling each component as a finite state 
machine, and the whole spacecraft as a set of concurrent, synchronous state machines. Modeling the 
spacecraft as a concurrent machine allows Livingstone to effectively track concurrent state changes caused 
either by deliberate command or by component failures. An important feature is that the behavior of each 
component state or mode is captured using abstract, or qualitative, models [14]. These models describe 
qualities of the spacecraft^ structure or behavior without the detail needed for precise numerical prediction, 
making abstract models much easier to acquire and verify than quantitative engineering models. Examples 
of qualities captured are the power, data and hydraulic connectivity of spacecraft components and the 
directions in which each thruster provides torque. While such models cannot quantify how the spacecraft 
would perform with a failed thruster for example, they can be used to infer which thrusters are failed given 
only the signs of the errors in spacecraft orientation. Such inferences are robust since small changes in the 
underlying parameters do not affect the abstract behavior of the spacecraft. In addition, abstract models can 
be reduced to a set of clauses in propositional logic. This form allows behavior prediction to take place via 
unit propagation, a restricted and very efficient inference procedure. 

It is important to note that the Livingstone models are not required to be explicit or complete with respect 
to the actual physical components. Often models do not explicitly represent the cause for a given behavior 
in terms of a component^ physical structure. For example, there are numerous causes for a stuck switch: 
the driver has failed, excessive current has welded it shut, and so on. If the observable behavior and 
recovery for all causes of a stuck switch are the same, Livingstone need not closely model the physical 
structure responsible for these fine distinctions. Models are always incomplete in that they have an explicit 
unknown failure mode. Any component behavior that is inconsistent with all known nominal and failure 
modes is consistent with the unknown failure mode. In this way, Livingstone can still infer that a 
component has failed, though the failure was not foreseen or was simply left unmodeled because no 
recovery is possible. By modeling only to the level of detail required to make relevant distinctions in 
diagnosis (distinctions that prescribe different recoveries or different operation of the system) we can 
describe a system with qualitative "common-sense" models which are compact and quite easily written. 

MARS RELATED APPLICATIONS 
The intent behind model-based autonomy is to create generic, high capability reasoning systems that can be 
adapted to a wide range of applications simply by writing the appropriate models. As such, model-based 
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autonomy might be able to contribute to the control of a variety of elements of a piloted Mars mission. In 
this early stage of Mars mission definition, model-based autonomy is involved in the prototyping of a 
number of specific mission elements. 

Closed-Loop Ecological Life Support Systems (CELSS) 
In order to transport and support humans for Mars expeditions, NASAk Human Exploration and 
Development of Space (HEDS) requirements state a need for autonomous operation of life support, ISRU 
and transport equipment. During a Mars expedition, autonomous plant operations would allow unmanned 
systems to prepare for human arrival, protect crew and resources by rapidly responding to critical failures, 
and free humans from routine operations, allowing greater exploration. 

At NASAk Johnson Space Center (JSC), a closed loop life support testbed called Bioplex has been 
constructed. The Bioplex consists of three sections: a three story cylindrical living quarters similar to the 
Mars habitats discussed in various mission proposals; a plant chamber where wheat is grown to provide 
food and exchange C02 for 02; and an incinerator chamber used to eliminate solid waste and produce CO>. 
The most recent Bioplex testing is referred to as the Product Gas Transfer phase as it concentrates on 
generation and distribution of product gases (CO2 from the crew and incinerator and 02 from the plants) and 
does not yet address issues such as waste water recycling or power management. 

A JSC advanced development group has developed an autonomous control system to operate the product 
gas transfer phase of Bioplex [15]. This system, based upon the 3T autonomy architecture [16], maintains 
the appropriate atmosphere in each chamber by extracting and storing product gases and coordinating 
activities such as firing the incinerator or opening the plant chamber for human access. The system 
successfully controlled gas transfer during test in which a human crew inhabited the Bioplex for ninety 
days. It was not expected, however, to maintain operation in the face of failures, though many would likely 
occur over a 4-year mission. 

We are currently working to integrate the Livingstone mode identification and reconfiguration engine with 
JSCfc 3T architecture, adding to it the ability to determine the current state of the testbed and respond to 
anomalous situations or failures by performing high level, system-wide reasoning. This will result in a 
single, reusable architecture which maintains the best possible operation of a regenerative life support 
system and other complex physical plants during both nominal operation and failures, somewhat analogous 
to the autonomic and immune functions of a living organism. 

We intend to demonstrate the combined system by maintaining operation of the testbed over an extended 
test period and providing both fully autonomous and human-centered operation. To test the system, an 
outside examiner will be employed to introduce failures into the testbed as desired which the system will 
diagnose and attempt to mitigate. 

The second goal is to demonstrate and extend the ability of model-based systems to reduce analysis, 
development and operations costs. The testbed application will be rapidly developed with tools that could 
be used to develop mission applications. Users will develop and operate the testbed by manipulating 
explicit models with visual tools. If previous experience is to be believed, far less effort will be required to 
develop, understand and revise the system than in an approach where system model is implicit but still 
must be maintained. 

If successful, this demonstration will increase the likelihood that autonomy technologies being developed 
by NASA are appropriate and sufficiently mature when they are required for HEDS missions to Mars and 
other destinations. It will also ensure that the necessary technologies can be integrated and will identify 
needed extensions before such shortcomings could impact the critical path of a mission. In addition, JSC 
will have a prototype of a reusable, fault-tolerant, high-capability autonomous control system and the 
expertise to apply this system to a flight experiment or mission. This could be applied to any complex 
physical system that must be controlled and maintained over an extended period of time such as spacecraft, 
power plants, ISRU machinery, and autonomous or semiautonomous surface vehicles. 
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In-situ Resource Utilization 
In-situ resource utilization, or 'living off the land", is critical to making a piloted Mars mission robust and 
affordable [1]. More specifically, it is envisioned that in-situ propellant production (ISPP) plants will arrive 
on Mars years before humans and begin combining hydrogen brought from Earth with CO> from the 
Martian atmosphere to create methane. This fuel will power the ascent vehicle that will lift the crew off 
Mars to begin their trip home in addition to powering any methane-fueled surface vehicles the astronauts 
might possess. 

Though the chemical reactions involved are conceptually quite simple, on Mars they are somewhat 
complicated by issues such as the low atmospheric pressure and slow contamination of the ISPP catalysts 
by trace elements in the Martian atmosphere. To ensure that adequate ISPP capability is available for future 
Mars missions, NASA has begun to explore ISPP designs and build prototype hardware for operation in 
Mars-like test chambers. Both JSC and NASA Kennedy Space Center (KSC) are involved in early ISPP 
development, and the KSC team is integrating Livingstone into their ISPP prototyping efforts. 

The short-term focus of this collaboration is to integrate Livingstone's ability to diagnose and mitigate 
failures with existing KSC model-based technology to gain experience with a model-based monitoring, 
diagnosis and recovery system for ISPP. A secondary short-term goal is to determine if any other autonomy 
technology previously invested in by NASA, for example the Smart Executive, can be reused on the ISPP 
testbed, thus increasing capability without greatly increasing cost. 

A longer term goal is to continue research into control of physical systems which must continuously adjust 
their operation to unforeseen degradation in capability (for example an ISPP unit where Martian dust 
covers solar panels or slowly clogs air filters) rather than taking a discrete recovery action as Livingstone 
does. Related issues include reasoning about hybrid discrete/continuous systems, predictive diagnosis and 
relearning models of the continuous dynamic behavior of the system. This research should contribute to 
development of ISPP and other robust systems that run at the ragged edge of optimality throughout their 
lifetimes, neither being overly conservative nor exceeding their remaining degraded capabilities. 

Autonomous Rovers 
The Remote Agent system, described above and consisting of a planner, a smart execution system and 
Livingstone, is being adapted for use on the NASA Ames Marsokhod rover as part of an effort to 
demonstrate increased rover autonomy. That effort is described in [17]. 
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ABSTRACT 
A 1:5 scale remote controlled Load Haul Dump (LHD) vehicle has been built to demonstrate the benefits of 
safety and automation in underground mines. A LHD vehicle is a low profile scooptram that loads broken 
materials after a blast, hauls the broken rock to a central processing area or conduit where it dumps the 
material. In most bulk mining operations, LHDs are used inside stopes up to 40 meters high, where tons of 
rock may fall from above. Controlling an LHD inside the stope from a distance is much safer than drawing 
broken material while seated on the vehicle. LHDs also pose an accident risk to operators and other by- 
standers along the travel path of the vehicle. Tele-operated LHDs have higher utilization since a single 
operator can control one or more LHDs from surface. In such cases, the operating speed of the vehicle can 
be increased as operator safety is no longer an issue. Hence, higher productivity can be generated. This 
paper discusses the goals, design and construction of the model and simulates the application of expert 
system to control the model. 

INTRODUCTION 
Application of automation in underground mining has grown significantly over the past few decades. In 
particular, remote-controlled Load Haul Dump (LHD) vehicles are receiving attention because safer 
working conditions can result together with an increase in productivity. This paper describes development 
of a 1:5 scale working model of a tele-robotic Load Haul Dump (LHD) vehicle. The model was built to 
demonstrate the concept of tele-robotics for LHD equipment and to study different control techniques. 

The authors who are recent graduates from the University of British Columbia, initiated the project. In 
September 1997, they approached Nautilus International Ltd of Burnaby, B.C. with the idea to sponsor the 
project. Nautilus International has extensive experience with mine automation systems and has developed a 
number of full-scale LHD robotic vehicles at several mines in Australia. The two fourth year students were 
able to convince senior management at Nautilus International that building such a unit could be useful to 
demonstrate the conceptual feasibility of automation, as well as, to study alternative control strategies. This 
project demonstrates how successful collaboration between industry and university students can be 
achieved. The model was displayed at several events in 1998: 

• The UBC Engineering Ball at the Hotel Vancouver in January. 
• The Vancouver Branch CIM Student Exhibition Competition at Stanley Park Pavilion in February. 
• The Engineering Week Public Demonstration at the Vancouver Public Library in March. 
• The CIM 100th Anniversary Annual General Meeting in Montreal in April. 

This paper discusses the goals, design and construction of the model and presents a simulation of the 
application of expert system to control the model autonomously. 

MINE AUTOMATION 
To survive in todayfc mineral industry, mining must be both innovative and cost effective to compete with 
low cost producers in third world countries. It is expected that mining automation technology will yield 
significant improvements in productivity, efficiency and safety. The benefits of automation are as follows: 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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• Improved safety for mine workers. 
Tele-operation or full automation of LHD can remove the operator from a hazardous environment. For 
mining operations in underground uranium, coal and asbestos mines, where radioactivity, toxic gas and 
fibre dust respectively are health concerns for miners, tele-operation can be an ideal solution. 

• Increased utility of equipment. 
The ability to control various LHDs remotely allows one operator to handle more than one vehicle and 
to work productively for longer times during a shift. 

• Reduced maintenance costs through continuous monitoring. 
Fully or semi-autonomous equipment is equipped with many sensors to monitor and control the 
equipment. Thus, preventive maintenance can be done prior to mechanical failure. 

• Increased productivity. 
Since the operator is located at a safe distance away from the LHD, the LHD can be operated at higher 
speed and for longer percentages of each shift 

• Better cash flows from higher throughput. 
Higher productivity and utilization ensure higher cash flow for the operation. 

The drawbacks of mining automation include: 
• Difficulties in economic justification. 

It is hard to place economic value on safety, productivity, utilization and maintenance of equipment. 
• Acceptance of this new approach by unions and/or workers. 

Commissioning of automation can be perceived as a threat to those workers who are ill-equipped to 
understand the technology and benefits of mine automation. 

There are three levels of vehicular automation: line of sight tele-operation, out of sight tele-operation and 
fully autonomous operation. Line of sight operation allows worker to operate the equipment at a distance 
away from danger. However, poor visibility may hinder the worker from operating the equipment properly. 
For out of sight tele-operation, the equipment is equipped with cameras and sound detectors that send 
images and sound in the vicinity of the LHD back to the operator who may be located on surface. The final 
level of automation allows the vehicle to drive itself. With this level, the LHD requires virtually no 
supervision and can navigate itself along known pre-determined paths and can detect and avoid obstacles. 

Currently, tele-operation enables underground mines to modify their mining methods to better suit the 
environment and improve safety and economics. Current examples of such new bulk mining methods are 
longhole stoping, vertical retreat mining and vertical retreat pillar recovery [1]. 

LOAD HAUL DUMP (LHD) VEHICLES 
A LHD vehicle is a low profile scooptram that loads broken ore after a blast, hauls the material to a central 
processing area or conduit where the material is dumped. Most underground units are articulated in the 
centre with a front-mounted scoop which can be raised, lowered and turned to dump its contents. An LHD 
can be hazardous to underground workers because of dangerous rock-fall conditions and/or narrow 
haulageways. In most bulk operations, LHDs retrieve broken ore from stopes, that may be up to 40 meters 
high and then move along a tunnel to dump the ore at an orepass. Operators arriving for their 8 hour shift 
may often spend up to 45 minutes to get from surface to the machine and another 45 minutes to return to 
surface by use of a hoist. This "lost" time can be garnered through application of tele-operations. 

MODELING A TELE-OPERATED LHD 
The LHD model, shown in Figure 1, was designed and built to a scale of 1:5 with dimensions of 2.5m long, 
0.5m wide and 0.7m high. Construction of the model began in early October 1997 following on from the 
engineering and design work conducted in September 1997. All electronic components and instrumentation 
were installed by Nautilus International in December 1997 and the model was completed in January 1998. 

The benefits of the model are as follow: 
• Demonstration and Exhibition 

The model can be used to present the concept of mine automation. 
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Research and Development 
The model can be used as a research tool to develop navigation, detection, automatic guidance systems 
and algorithms for operational control of a fleet of LHDs. 
Training Tool 
New operators can be trained using the model without employing a full-scale unit. Damages incurred 
to the model during training will be less costly to repair than those of a full-scale vehicle. 
Study of Ergonomics (Human Factors) 
The study of human factors can improve operational efficiency, health and safety of the operators and 
the relationship between workers with their equipment and work place. 

Fig. 1. The 1:5 scale tele-robotic LHD model developed by UBC and Nautilus International. 

ENGINEERING DESIGN 
In early September 1997, engineering design began at Nautilus Internationalfc office in Burnaby, B.C. With 
the interactive participation of all members of the design tern from both UBC and Nautilus, the design was 
completed in one month. The model was drawn up in AutoCad as shown in Figure 2. 

Uf*& 

Fig. 2. AutoCAD drawings of the 1:5 scale LHD model. 

The model was built from scratch using a second-hand motor and differential retrieved from an electric 
scooter. We used sheet metal, square metal tubing and other fabricated parts to construct the frame. Unlike 
a full-scale LHD which is powered by a diesel engine, our model used two 12 volt deep-cycle car batteries. 

Consideration of size and weight were crucial during the initial design as we wanted to transport the model 
to Montreal and other places by plane. Cost was also a key issue. For a full scale LHD, powerful hydraulic 
actuators control steering, loading and unloading. Due to high cost and complexity of these systems and 
potential problems such as oil leaks, we substituted mechanical devices for hydraulic actuators. 

Chassis 
Since the model was to be transported by plane, the chassis was designed as three separate components for 
quick assembly/disassembly. These component can be seen in Figure 3. The rear and middle components 
are connected by bolts while the middle and front components are connected by two locking pins. The 
bucket constituted a fourth component which can be quickly attached to the front of the vehicle chassis. 
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Fig. 3. Chassis of the model. 

The chassis was constructed from one-inch square stainless steel tubing. Stainless steel material was chosen 
since it is strong, rust resistant and easy to weld. The body of the model consists of 14 gauge stainless steel 
plate. For esthetics, various labels were placed on the body surface. 

Bucket 
The initial design uses two electrical actuators for controlling the lifting and tilting of the bucket. In this 
design, three arms were required: two to raise and another to tilt bucket. This design was abandoned due to 
high cost and other complications. Consequently, another design, as shown in Figure 6, was adopted. Since 
the model was not designed to load heavy material, the design used a bucket arm to raise the bucket and a 
home-made actuator to tilt the bucket for dumping. To raise the bucket, the motor drives the chain, which is 
welded to the bottom of the bucket arm, to lift the bucket. For the tilting operation, a homemade screw- 
driven actuator was fabricated using a threaded car-jack with an electric motor. The designed stroke for the 
actuator was 30cm. Electrical brakes were programmed to limit the lift and tilt operations of the bucket. 

Fig. 6. Bucket design for loading and dumping operation. 

Steering Control 
The model is articulated similarly to a full-scale unit. The articulated joint is exploited using a mechanical 
device to provide steering control. A number of alternate designs were examined with consideration given 
to simplicity, cost and precision. Cable, chain, belt and combinations of such options were tested. 

Fig. 4. Articulated LHD model Fig. 5. Articulated center and mechanical steering limits. 
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We found that cable and chain were unsuitable for the application because of slipping and skipping. So, it 
was concluded that the best design option was to use a belt. As shown in Figure 4, the chosen design used 
an electrical motor, mounted on the front section, to steer the back section using a belt. The front and back 
section of the model was connected at two points using one-inch pin as shown in Figure 5 below. To ensure 
that the steering will not exceed 45 degrees from center to side, mechanical obstructions were used to halt 
the steering to prevent collision. 

Wireless Communication 
Once the steering system of the model was constructed, Nautilus International installed and wired the 
electronic equipment. The model is equipped with three cameras, two transmitters, a receiver, four lights 
and three electronic boxes. Communication between operator and model takes place by wireless 
communication using Nautilus^ portable control unit (PCU) with a distance range from 200 to 400m. This 
unit can control up to 6 vehicles. Data and video signals are transmitted every 25ms from the model to the 
PCU. The operator transmits command signals from the PCU back to the model. The video and data signals 
are transmitted at a frequency of 1300MHz and 500MHz respectively. 

Skill is required to drive the model with a joystick. To make it easier to operate, Nautilus International 
converted the driving system from joystick on the PCU to a PC-based control unit with wheels and pedals, 
similar to that of an automobile. This control station provides a comfortable workspace that can be located 
well removed from the unit itself. The guidance system uses video images together with a positioning 
system overlaid on a map of the underground mine to locate and control the vehicle. 

APPLICATION OF AN EXPERT SYSTEM IN THE CONTROL STRATEGY 
An expert system was developed to investigate control strategies for the vehicle. The system simulates the 

autonomous control of the vehicle travelling through a narrow tunnel using Excel. The required sensory 
information for the control system is present and past wall distance difference of the vehicle to tunnel 
walls, height and location of obstacles and travelling velocity on each data-transmission cycle received 
from sensors located on the LHD. The expert system uses fuzzy logic to return the following outputs: 
turning angle, detection of obstacle, coordinates of the vehicle and speed control. 

Since a LHD is articulated at the center, tight steering control is essential. Consequently, fuzzy logic is 
employed. The best tramming strategy for the vehicle would be to travel along the centerline of the tunnel. 
Consequently, the difference in the distance between the left and right side of the vehicle to the tunnel walls 
is used, as shown by equation 1 below: 

Wall distance difference ( Wd) = Left wall distance ( WL) - Right wall distance (WR) 1. 

The smaller the wall distance difference, the closer the vehicle is to the left wall. A fuzzy set defining the 
wall distance difference of the vehicle in the tunnel, as shown in Figure 7, is used to position the vehicle 
along the centerline of the tunnel. The tunnel is sliced into 5 regions from left to right: Big negative, Small 
negative, Zero, Small positive and Big positive. 

3- 100 •- 

o> 
CD 
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-4-3-2-10       1 

Wall Distance Difference (in meter) 

2       3       4       5 
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-a— Small Negative 
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Fig. 7. Fuzzy set definitions for wall distance difference used to determine the turning angle (6). 
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At different values of wall distance difference, each fuzzy set has a different degree of belief. The one with 
the highest degree of belief is dominant in determining the steering angle. As illustrated, fuzzy logic allows 
the control system to work with uncertainty. A confidence level ranging from 0 to 1, is used to restrict the 
influence of each fuzzy set to determine the turning angle 0. Only those with degrees of belief greater than 
the confidence level is applied to the calculation. For this example, a confidence level of 0 has been used. 

To minimize drastic turning angles, the system remembers the previous wall distance difference fuzzy sets. 
Using both previous and present wall distance differences, the system is able to determine the appropriate 
turning angle to center the model as shown in Table 1. 

Table 1. 
Determination of turning angle using previous 
and present wall distance difference fuzzy sets. 

Fuzzy sets were also created to define the turning angle. These were small-right, small-left, zero, big-right 
and big-left, which are located at supremum positions of 5, -5, 0, 12 and -12 degrees respectively. 
Weighted-average denazification is applied to calculate a discrete turning angle for the steering motor. 

In the simulation program, an object of certain height is assigned to a fixed coordinate position in a tunnel. 
If the object lies in the path of the LHD, the vehicle will detect it within a distance equivalent to 1.5 times 
its maximum operating speed. If the height of the object is greater than 20 cm, the object becomes an 
obstacle. Once an obstacle is detected, the control system examines other alternative routes to avoid 
colliding with the obstacle. If the obstacle is located closer to the right-hand wall, the control system sets 
the position of the right wall to the location of the obstacle and vice-versa. This forces the vehicle to steer 
around the obstacle. After passing the obstacle, the location of the wall is returned to its correct position. 

If the initial speed of the vehicle is zero, then the system accelerates the LHD up to its maximum speed. 
The operating speed remains at such unless an obstacle is detected. When an obstacle is detected, the speed 
of the vehicle is automatically reduced to a recommended speed based on Equation 2: 

Recommended speed = ABS (AWd / 2sin 6) 2. 

Also, when an obstacle is detected, the turning angle is magnified by a factor of 5. This allows the vehicle 
to react faster to avoid a collision. Once the LHD has passed the obstacle, the speed is set back to its 
maximum value which, in this study, is 4.2m/s. 

The above strategies were programmed in Visual Basic and simulated using Excel. Thirty cycles of 
simulation were conducted in each test, each cycle representing one second of real time. Many scenarios 
were tested and the expert system was able to navigate the vehicle around any detected obstacle and travel 
along the centerline of the tunnel or navigate around such obstacles. 
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CONCLUSION 
Mine automation is the future for mining operations to achieve economies of scale. Its benefits are higher 
productivity, higher equipment utilization, and higher throughput and, last but not least, a safer working 
environment. This project has successfully demonstrated the usefulness of a fully operational model for use 
in research and development. As well, the project demonstrates the potential to apply an expert system in 
navigating an LHD through underground tunnels. 
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ABSTRACT 
In this paper, a new approach to dynamic reconfiguration of holon controllers is presented. Based on 
metamorphic mechanisms for distributed decision-making in agent-based manufacturing systems, the 
concept of the dynamic virtual cluster is extended to manufacturing process control at the lower levels. 
Event-driven dynamic clustering of resource control services and cooperative autonomous activities are 
emphasized in this approach 

INTRODUCTION 
In recent years, the Holonic Manufacturing System (HMS) has been proposed as an advanced system 
architecture for intelligent manufacturing systems (IMS). A HMS is composed of different kinds of holon 
which are autonomous, self-reliant manufacturing-related entities. A holon is an identifiable part of a 
manufacturing system that has a unique identity, yet is made up of sub-ordinate parts (also holons) and in 
turn is part of a larger whole (also a holon). A holon consists of an information processing part and often a 
physical processing part. Autonomy, cooperation, and organizational self-adaptation are considered to be 
basic characteristics of an HMS. 

Holonic architectures and related properties, including autonomy, cooperativeness, and recursivity have 
been considered by Gou et al. [1], Mathews [2], Brüssel et al. [3], and Bussmann [4]. An agent-based view 
of a holon was suggested in Maturana et al. [5]. A basic concern for an HMS organization is how the 
resources can be organized dynamically during run-time of the HMS and how the associated controller 
components can be reconfigured dynamically as well. Intelligent manufacturing is an important application 
for holonic control processes. Recent research has investigated holonic architectures at the factory or cell 
level in this area, but relatively little work has been reported for the lower control levels. 

In this paper, a new approach to dynamic reconfiguration of holon controllers is presented. Based on 
metamorphic mechanisms for distributed decision-making in agent-based manufacturing systems [5], the 
conception of the dynamic virtual clustering is extended to manufacturing process control at the lower 
levels. Event-driven dynamic clustering of resource control services and cooperative autonomous activities 
are emphasized in this approach. The paper is organized in two parts. First, the mediator-based dynamic 
virtual clustering mechanism is presented. Second, the task-driven scheduling and control architecture is 
introduced and the relevant implementation approach is detailed. 

DYNAMIC VIRTUAL CLUSTERING 
Dynamic virtual clustering is a dynamic mechanism for organizational reconfiguration of the 
manufacturing system during run-time. An organization based on virtual clusters of entities can continually 
be reconfigured in response to changing task requirements. These tasks can include orders, production 
requests, as well as planning, scheduling, and control. A cluster exists for the duration of the task or sub- 
task it was created for and is destroyed when the task is completed. Mediators play key roles in the process 
and manage the clusters. Instead of having pre-established and rigid layers of hierarchical-organized 
mechanisms, such a mediator-based HMS can use reconfiguration mechanisms to dynamically organize its 
manufacturing devices. The necessary structures of control are then progressively created during the 
planning and execution of any production task. In this dynamically changing virtual organization, the 
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partial control hierarchies are dynamic and transient and the number of control layers for any specific order 
task are task-oriented and time-dependent. 

GT-based Manufacturing Machine Regrouping 
The traditional approach to machine layout in a manufacturing system has been predominantly functional 
(process oriented). Sections of a factory specialize in a particular process or sub-process. Parts requiring 
more than one process are transported from one section to another until they are completed. The functional 
layout has a number of disadvantages [6]. Long and uncertain throughput time is a major problem that in 
turn translates to a high inventory holding cost, untimely product delivery, and increasing losses of sales. 
Group technology (GT) facilitates an alternative layout of machines in a manufacturing system, which 
promises reduction of material handling time, queuing time, throughput time, setup time and simplification 
of tooling [6,7]. GT can be applied to a manufacturing system in two ways: logical or physical. In the 
logical layout, machines are dedicated to part families but their positions in the manufacturing system are 
not altered. In the physical machine layout, dedicated machine manufacturing cells containing different 
machines are created for part families to exploit manufacturing system efficiency [6]. In the intelligent 
manufacturing system, production order-oriented dynamic grouping of machines promises similar benefit. 
In this case, deriving and implementing the logical machine layout is the major issue. However, during run- 
time, the changes in the dynamic groups of the machines require that the control levels have appropriate 
flexibility in function and infrastructure. 

Control System Reconfiguration 
Intelligent manufacturing systems require dynamic reconfigurability at all levels of all system components. 
This encompasses online changes at the hardware, network communications, system software and 
application software levels. Online change requires recognition of such changes immediately and acting 
accordingly. Increasing the autonomy of individual components within a manufacturing system diminishes 
the number of control levels compared to a conventional hierarchical configuration [8]. Dynamic grouping 
requires to have the components autonomy and can thus be associated with fewer levels of control. As will 
be seen later, the controller configuration involves a production-task-oriented controller cluster, which 
facilitates collaboration and reduces communication delays during task scheduling and control cycles. This 
approach facilitates control fault-tolerance especially within a hardware-redundant environment. 

Mediator Clusters 
A basic HMS architecture can be based on four holon types: Product Holon (PH), Product Model Holon 
(PMH), Resource Holon (RH), and Mediator Holon (MH). A Product Holon holds information about the 
process status of product components during manufacturing, time constraint variables, quality status, and 
decision knowledge relating to the order request. A Product Holon is a dual of a physical "component" and 
an information "component". The physical component of the Product Holon develops from its initial status 
(raw materials or unfinished product) to an intermediate product, and then to the finished one, i.e. the end 
product. A Product Model Holon holds up-to-date engineering information relating to the product life cycle 
(configuration, design, process plans, bills of materials, quality assurance procedures, etc.). A Resource 
Holon contains physical and information components. The physical part contains a production resource of 
the manufacturing system (machine, conveyor, pallet, tool, raw material, and end product, or accessories 
for assembling etc.), together with controller components. The information part contains planning and 
scheduling components (see later section for details). 

In contrast with some other HMS models [1,3,4,9], the concept of the Mediator Holon is emphasized in the 
approach described in this paper. A Mediator Holon serves as an intelligent logical interconnection to link 
and manage orders, product data, and specific manufacturing resources dynamically. The Mediator Holon 
can collaborate with other holons to search for and coordinate resource, product data, and related 
production tasks. A Mediator Holon is itself a holarchy. A Mediator Holon can create a Dynamic Mediator 
Holon (DMH) for a new task such as a new order request or sub-order task request. The Dynamic Mediator 
Holon then has the responsibility for the assigned task. When the task is completed, the DMH is destroyed 
or terminates for reuse. DMHfc identify order-related resource clusters (i.e. machine group) and manage 
task decomposition associated with their clusters. 
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Product Holons and Mediators 

.Creates 

Sub_Assy " 
Holon 

Batch Si7£-200x 

Request: 
200 Sub_Assy-Y 

Fig.l.     Initial activity sequence following order release 

Fig. 1 shows the initial activity sequence following the release to production of an order for 100 of a 
particular product. This simple example considers the product to be composed of 3 identical parts (to be 
machined) and 2 identical sub-assembles (each to be assembled). As seen in Fig.l, following the creation of 
the appropriate Product Holon, there are created the relevant Part and Sub-Assembly Holons. The requests 
for manufacturing made by these latter holons to appropriate Production Holons (which function as high- 
level Production Managers for a manufacturing shop-floor plan or part dispatch) result in the creation of 
Dynamic Mediators for the machining and assembly tasks. Subsequently, each Production Holon 
coordinates inspection or assembly of the parts or sub-assembles according to the production sequence 
prescribed by the Production Model Holon (from its stored information). More complex situations occur, 
when products having many components requiring different types of production processes are involved. 

Logical and Physical Machine Clusters 
After GT-based physical and logical machine groups are derived, the necessary control structures are 
created and configured using control components cloned from template libraries by a DMH. The machine 
groups, their associated and configured controllers, then form a temporary manufacturing community, 
termed a virtual cluster holon (VCH) as shown in Fig. 2. The VCH exists for the duration of the relevant 
job processing and is destroyed when these production processes are completed. The physical component 
of a VCH is composed of order-related parts, raw materials or sub-products for assembly, manufacturing 
machines and tools, and associated controller hardware. Within these manufacturing environments, parts 
grow from their initial state to an intermediate product and then to the finished one. The information 
component of a VCH is composed of cluster controller software-components, the associated DMH, and 
intermediate information on the order and the related product. Each cluster controller is further composed 
of multi-layer control functions that execute job collaboration, control application generation and controller 
dynamic reconfiguration, process execution, and process monitoring, etc.). 
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TASK-DRIVEN SCHEDULING AND CONTROL 

Dynamic Virtual Cluster and Controller Cluster 
The life cycle of a dynamic virtual cluster holon has four stages: Resource grouping; control components 
creation; execution processing; and termination/destruction. The Dynamic Mediator Holon is involved in 
the stages 1 and 2. The first cluster that is created is the schedule-control cluster shown in Fig 2 & 3. Once 
the cluster is created, it continues, due to its autonomy. A cluster can be also considered to be a holonic 
grouping. The Controller Cluster next created is composed of three holonic parts: Collaboration Controller 
(CC), Execution Controller (EC), and Control Execution (CE) holon. One CE holon can be associated with 
more than one physical controller (execution platform such as real-time operation system and its hardware 
support devices) and appears like a distributed-node transparent-resource platform for execution of cluster 
control tasks at the resource level. In the prototype system under development, the CC, EC and CE holons 
collaborate to control and execute the distributed tasks or applications on a new type of distributed real- 
time operating system recently implemented [10]. The distributed tasks or applications are represented 
using the Function Block (FB)-1499 specification, which is a draft standard described by the IEC for 
distributed industrial-process measurement and control systems. 

Grouping Configuratii 
(GT-bascd methods) 

Machine Logical 
Group and Associated 

Order and Product Information 

Task-driven Machine 
Groups Identified by 
(GT-based methods) 

Persist Physical Manufacturing Resources Community 

Fig. 2    Machine physical and logical grouping with dynamic virtual clustering 

Resource Scheduling and Control 
Fig. 3 illustrates resource scheduling and control. For simplicity, only production resources such as CNC 
Machining or CNC Turning Centers are considered (for the more complex case where transport resources 
need to be coordinated with production resources, see Ref. [11]). The following describes the entities 
(holons) shown in the Fig. 3 and what their responsibilities are. The Collaboration Controller (CC) holon 
receives production requests from the Dynamic Mediator of its dynamic virtual cluster (see Fig. 2) and 
reports back as needed on the status of these tasks and any re-assignment needed. The CC is responsible for 
building and maintaining the '5oint schedule" for the resources under its control. This joint schedule can be 
thought of as a Gantt chart for the schedules of these machines (a sliding window moving forward in time 
and covering entire a pre-determined period or pre-determined number of jobs). Each resource has a 
resource planner for which a (partial) Clone is created and assigned to the Schedule-Control Cluster. Each 
resource will have a clone in each such cluster it is involved with. The Collaboration Controller sends 
production requests (includes job number; part or assembly ID; quality; due date; etc.) to the Resource 
clones. Each clone then negotiates a 'provisional schedule" with its Resource Planner. This pre-assumed 
schedule is then checked with the Resource Scheduler, by the Resource Planner, and is returned as a " 
committed schedule" or a "modified provisional schedule" (best fit). In the latter case, this new provisional 
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schedule is passed back to the Resource clone for re-negotiation with the Collaboration Controller (which 
checks this against the production request and its joint schedule). By such mechanisms, the schedule for 
each resource is progressively determined and communicated to the Collaboration Controller which 
updates its present schedule accordingly and takes appropriate action (to inform the Dynamic Mediator of 
out-of-due-date schedules; to send execution requests to lower level controller, etc.). 
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Fig. 3   Resource scheduling and control 

We now consider what happens when the Collaboration Controller issues an execution request to an 
Execution Control Holon. This downloaded information is essentially a request to start a named job on a 
specified resource at a given time. This job-execution high-level "control code" is an " application" for the 
EC to arrange execution. It does this by preparing a function-block representation of the application 
procedure, using application prototype (templates) and function-blocks (both composite and basic) from 
libraries. It then arranges for compilation into low-level execution control code and distributes the 
application modules of the code among the related Control Execution Holons. Each Control Execution 
Holon in turn arranges for these execution modules to be distributed in suitable form to the Resource 
Controllers of the appropriate resources. A Resource Controller is a software Holon paired with a Physical 
Controller that executes this resource-level application control code. 

If there are problems at the machine level (e.g. setup delayed due to a broken tool; machine shut down due 
to overheating or excessive vibration), this information goes up to the CE which may pass it on to the EC 
from which it may go further. Each level of control has responsibility for certain levels of remedial action. 
The CE, for example, has responsibilities for basic monitoring and alerts, for fault-recovery and remedial 
action. When delays are likely to require job rescheduling, this is handled via a CC and the scheduling 
procedures described previously. 

It is of interest to consider what to happen if say Resource-1 has a clone also in another Schedule-Control 
Cluster (e.g. Schedule-Control Cluster B shown in Fig. 3). Suppose this clone negotiates with Collaboration 
Controller (CC 2) for scheduling a job on Resource-1. The execution of this job will then be controlled by 
CC2 through a new dynamic-created controller Cluster (of CC2, EC2, and CE2... ). For the execution of 
this job, Resource-1 will be under the control of a newly assigned CE (say CE2). When it is completed, the 
next job held in the "master schedule" of its Resource Scheduler will be dealt with next. If the clone in the 
original Schedule-Controller Cluster had negotiated this job, it will be under the control of CC1, which may 
use the original Controller Cluster (or create a new or different one if that accords with current needs). 
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Thus, we see that scheduling and control are dynamic interlinked activities involving clones, mediators 
(each CC is of type mediator), dynamically created clusters, and different types of controllers. 

Task-driven Activity or Process Sequences 
The section above has illustrated the activity (process) sequence using an example. The following gives an 
overview of sequences for the more general case. Whenever order, resource, or product data changes, this 
initiates consequential activity within the system. Consider the situation following an order request event: 

Stepl: An Order Release holon sends an order request to an appropriate high level Mediator holon, and 
the Mediator holon creates a new Dynamic Mediator holon. 

Step2: The Dynamic Mediator holon checks the capabilities of registered resources in its resource library 
or elsewhere, then executes manufacturing-resource grouping algorithms to form primary resource groups. 
At the same time, the order is decomposed into component production tasks or sub-tasks. Obtaining this 
information assists the subsequent order and production task negotiation process. It is a temporary 
centralized strategy that enhances the effects of the contract net-based order dispatch mechanism among 
order release holons and interested manufacturing resources. 

Step3: The Schedule-Control clusters are next generated and populated with the appropriate resource 
clones. The Schedule-Control cluster serves as an information part of the Dynamic Virtual Cluster holon 
and the grouped manufacturing resources serve as a physical part. 

Step4: The control components are next created for clustered resources, i.e. creation of the 
Collaboration Control (CC) holon, Execution Control (EC) holons and configuration with persisting 
Control Execution (CE) holons to form a Controller Cluster holon. 

StepS: The Dynamic Virtual Cluster holons begin negotiation with relevant holons using the 
information from the Mediator^ grouping solution for this order. This negotiation process is based on 
contract-net mechanisms. 

Step6: When a Dynamic Virtual Cluster has negotiated a job and knows the associated resources, its 
Schedule-Controller Cluster supervises the scheduling process described previously. Then the high-level 
control tasks are generated by its CC. 

Step7: The Execution Control holon generates the tasks or application code for the specific controller 
platform. These control tasks are represented using the FB-1499 specification. 

Step8:   The EC holon downloads the application code to the CE platform and initiates execution. 

MULTI-AGENT BASED ARCHITECTURE FOR CONTROLLER CLUSTER 
Fig. 4 shows the architecture for the Controller Cluster based on a new concept of a CC/EC/CE multi-layer 
intelligent controller. The information part of each holon (Controller Cluster relevant holons) is based on 
multi-agent architecture and some of the component code is based on mobile agent mechanisms. Some 
other implementation details are also shown in the fig. Future development and implementation based on 
the new intelligent controller concept is in progress. 
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CONCLUSION 
Dynamic architectural mechanisms and intelligent reconfiguration are important issues for holonic low- 
level control. This paper outlines an approach for mediator-based holonic control at both production and 
control levels. Task-driven scheduling and control is presented at three levels: knowledge-based 
manufacturing resources clustering; dynamic system reconfiguration; execution. A multi-agent based 
Controller Cluster architecture with some implementation details is described. The implementation of a 
prototype system based on the architectural concepts and implementation approaches presented is in 
progress. 
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ABSTRACT 
Paper machine control is a complex control environment. It consists of a large number of smaller control 
units, typically Programmable Logic Controllers (PLCs), that are integrated into an overall control 
architecture. Basis weight and formation control are typical of such systems, with slice screws, basis weight 
valves, consistency controllers, and pump speed controllers all interacting to produce a uniform sheet in the 
machine and cross machine directions. Errors in measurements due to sensor malfunctioning, or process 
states outside the basic assumptions for the control action lead to unwanted and/or poor supervisory 
response. Manual control often becomes the only way to return the machine to the desired state. In this 
paper, we report on the initial results of a research to apply the theories of Ontological Control and the 
Hybrid Fuzzy-Boolean Finite State Machine (HFB-FSM) to paper machine basis weight control. The 
objective of the research is to provide an automated error detection and recovery method when control 
encounters an unexpected change in the process environment. 

INTRODUCTION 
In many complex real-time industrial applications such as pulp and paper, the control system is made up of 
a large number of smaller control units (e.g., Programmable Logic Controllers-PLCs) integrated into an 
overall control architecture. When controllers act in a sequential fashion, the output of one controller may 
be among the input signals of another controller. It is often recognized that these types of systems are 
complex due to the size, and the number of the possible state combinations in the total state space. 
However, when controllers of different makes and heterogeneous types are connected together, even the 
knowledge about the total state set may not be sufficient for a correct supervision. There are always 
assumptions, often undocumented, about the conditions under which a controller algorithm can be used 
such that the intended control goals will be reached [1]. Basis weight and formation control are typical of 
such systems, with slice screws, basis weight valves, consistency controllers, and pump speed controllers 
all interacting to produce a uniform sheet in the machine and cross machine directions. 

Industrial-strength complex control systems are required to act consistently relative to the initial goals 
when meeting unexpected situations in their environment. The capacity of a system to identify and recover 
from an error after meeting an unexpected situation is regarded in industry as a very important property. 
The research reported here proposes a solution to the problem of extending the safety and recovery capacity 
of complex control systems by introducing a new type of execution monitoring. The solution employs the 
theories of the Hybrid Fuzzy-Boolean Finite State Machine (HFB-FSM) [2], and Ontological Control [1]. 
The main points of the approach are as follows: 

It has been shown in the theory of ontological control that problematic control situations at the reactive 
level (referred to as state de-synchronization) can be formally represented and classified. When the 
state set is well determined, a recovery operation is possible within certain constraints. The constraints 
are given in terms of an event-driven dynamic linguistic model implemented by the HFB-FSM. These 
boundaries can be used to specify the recovery capacity of a control system with a given set of actuator 
and sensor equipment. 
It has been shown that the recovery operation cannot be performed using the state of the reactive-level 
controller that needs to be recovered. Thus the method exploits a connected supervisory controller for 
the recovery operation. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The fuzzy state boundaries for the HFB-FSM are devised using a continuous model of the system. 

When an unexpected change occurs in the environment of a reactive-level controller, a supervisory 
controller monitoring the reactive-level controller can detect that by using the theory of ontological control. 
The execution-monitoring unit will then invoke the fuzzy specification of the discrete states that are 
involved in the erroneous situation. That includes a set of fuzzy states of the HFB-FSM, and an algorithm 
for triggering transients of fuzzy states. A HFB-FSM can model a hybrid system of continuous and two- 
valued signals when the status of the system can be viewed as somewhere in-between the scope of the 
discrete states of a PLC control program. The execution monitoring unit will use the information on the 
next fuzzy state to determine if a recovery is possible, that is, the HFB-FSM represents the specification of 
the bounds for a recovery. If the HFB-FSM enters a suitable fuzzy state, it returns the particular control 
action that will achieve the recovery of the reactive controller. The following two sections present the main 
theoretical tools involved, and then the method is illustrated by an example to monitor and control a paper 
machine. 

HYBRID FUZZY-BOOLEAN FINITE STATE MACHINE 
The HFB-FSM can be implemented by a Boolean automaton based upon two-valued logic. It is defined by 
the formulas (1), where XF and ZF stand for a finite set of fuzzy inputs and outputs, respectively, WBand 

UB stand for a finite set of two-valued logic inputs and outputs, respectively. Defuzzified outputs are 

denoted by zc, R* is a composite linguistic model (3), and O is the operator of composition. Each crisp 

state of the HFB-FSM is characterized by an overall linguistic model Rs, or by a set of linguistic sub- 

models in the case of multiple-input-single-output (MISO), and multiple-input-multiple-output (MIMO) 
systems. 

ZF = XF oR* 

R*=G(RS) 
zc=DF(ZF) 

UB<(yB) 1. 
XB = B(XF) 

ZB=B(ZF) 

YB = fy(XB,WB,ZB,yB) 

A fuzzy state is defined by a crisp (Boolean) state and a state membership function 

SFk
:Sk.gsk 

2- 

where SFk stands for fuzzy state k, Sk represents crisp state k, and gs   is the state membership function 

associated with Sk. G stands for the matrix of state membership functions, XB, ZB, YB, and yB are two- 
valued Boolean input, output and state variables, respectively. B stands for a Fuzzy-to-Boolean 
transformation algorithm to map a change in the status of a fuzzy variable into state changes of a finite set 
of corresponding Boolean variables. The zc crisp values of the fuzzy outputs are obtained by evaluating a 

defuzzification strategy, DF. On the basis of the concept of a fuzzy state, the FSM stays in a number of 
crisp states simultaneously, to a certain degree in each. One of these states is referred to as a dominant state 
for which the state membership function is a 1 (full membership). For each fuzzy state of the HFB FSM 
model, a R* composite linguistic model is created from the finite set of R_   overall linguistic models 

(i=l,..,p). Let the HFB-FSM be in fuzzy state SP , then 

% =max[miißJ,ÄSi),ming*,ÄS2),..., 3 

...,min(ß*,^),...,min(ß*,^)] 

where ßf,ß* ...,ß* stand for the degrees of state membership function g„ andRc Rc ... Rc are the 

overall rules in crisp states S,,S2,...,S , respectively. With (3), a SISO system is assumed. In adaptive 



897 

systems R* is not stored in memory, it is dynamically created by computing (3), instead. By modifying 

the ß degrees of the state membership functions on-line, new R* composite linguistic models can be 

created under real-time conditions. The transition between active composite linguistic models is determined 
by the state transients of the HFB-FSM. 

The state transients of the HFB-FSM are specified by means of a sequence of changes in the states of the 
fuzzy inputs and outputs, as well as of the two-valued inputs. The changes in the states of the fuzzy inputs 
and outputs are mapped into the corresponding sequence of changes of Boolean input and output variable 
sets, respectively, using the B algorithm [3]. In this domain, those changes are joined by the state changes 
of the two-valued inputs. On the basis of this combined Boolean input/output sequence specification the 
crisp automaton section of the HFB-FSM will then be synthesized. Hence, the HFB-FSM model allows the 
integration of fuzzy and two-valued logic specifications to describe a system^ behavior. The integrated 
treatment of fuzzy (continuous) and two-valued signals is of great importance for designing complex 
systems. The theory of the HFB-FSM will be used in the sequel to devise a proper control action when the 
web breaks in the paper machine. 

ONTOLOGICAL CONTROL 
When a control system such as an autonomous agent is designed, the modeling assumptions for its control 
algorithm are inherently extended by additional assumptions about the complex environment in which the 
control will take place. These assumptions are not represented by formal means, hence, an agent cannot 
verify whether they are true. Ontological control investigates the case when these assumptions are violated, 
situations in which a controller acts under violations of the ontological assumptions. The architecture of an 
Ontological Controller (OC) capable to detect violations of ontological assumptions (VOA) in the context 
of a de-synchronization from the execution of a goal path was shown in [4]. However, the OC is unable to 
recover from a VOA by itself [4]. The concept of a state is defined in the OC by (4): 

Si = (yi,uy)(ij=l,...,n) 4. 

where y stands for a two-valued Boolean formula (referred to as a plant formula) showing the condition 
that is true at a given time in the controlled plant. Each relevant plant situation has a corresponding plant 
formula in some state. A control action denoted as Uy is executed when y; is true. The expected outcome of 
this action is that the plant changes such that at the next time instance Vj will be true. However, if some 
external action (disturbance) occurs, the expected change in the plant does not take place but a new plant 
state, yk, will materialize instead. The disturbance is considered as an external action and, if known in 
advance, is denoted as uiik

ext where the subscripts refer to the respective two plant formulas before and after 
the external action. The new state can be denoted as some S* = (yk, uk,i). The control will then proceed in a 
succession of states. The states that can materialize from an arbitrary state Si by external actions 
(disturbances) are referred to as collateral states to S; and the set of such states is denoted as K_(Si). 

It has been shown in that a VOA manifests always as a state transition from S; to a state in KL(Sj) where Sj 
is the consecutive (next expected) state to S;. This type of transition is referred to as an ontological de- 
synchronization. The recovery operation can be performed if two conditions are met: 

(i) The cause for the loop is recognized. That is accomplished by the theory of ontological control. 
(ii) Overload limits can be specified for the actuators. That is, the boundaries of a state can be extended. 

That is achieved by using the theory of the HFB-FSM. 

The recovery from an erroneous control cycle requires the determination of a state that corresponds to the 
current plant situation, and it has a control action that can 'break" the cycle. For fuzzy controllers, there can 
be found recovery solutions by adding extra rules to the rule base, that is, reacting to the fact that the model 
of the plant has changed [5]. However, for controllers such as PLCs that have discrete states, the problem 
of recovery becomes more difficult since there is no state with acceptable properties in the state space of 
the controller that can materialize at a VOA. Thus the recovery approach suggested in this paper relies on 
techniques that can accommodate fuzzy states and produce both continuous and two-valued outputs. 
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RECOVERY APPROACH WHEN THE WEB BREAKS 
Modern paper machines produce continuous webs 6 to 9 meters wide at speeds of 1500 - 2000 m/min. Dry 
web weight (basis weight) ranges from that of light tissue papers at 8 - 10 gm/m2 to very heavy board 
product at 90-100 gm/m2. Unfortunately no sensors currently exist to monitor on-line, in real time, 
product attributes that are of prime importance to final customers. These properties, such as machine 
direction (MD) vs. cross machine direction (CD) strength (which is controlled by the relative orientation of 
fibers as they are deposited on the wire), formation, or MD and CD basis weight variation (which is 
primarily controlled by the slurry concentration and turbulence), and various surface attributes can only be 
measured off-line and result in a significant delay between production and measurement. On line sensors 
are in development that will permit some of these properties to be measured. However, none is a standard 
component of a paper machine control system at the current time. The papermaker, then, must rely upon 
indirect measures to control the machine. The most common method is to measure the moisture and basis 
weight of the sheet just prior to the reel. Information from these measurements is then used to control 
drying (for moisture), slurry consistency (for basis weight), and, to a much lesser extent, CD moisture and 
basis weight profiles. 

Figure 1 is a simplified block diagram of a paper machine that can be used to illustrate the control problem. 
Fiber is fed to the process from some processing step that makes a slurry that is normally around 4 - 6% 
consistency. After several cleaning and fiber treatment steps, this slurry is delivered to the main feed, or 
machine chest at about 3% consistency. Stock from this chest is then fed to the fan pump via the basis 
weight valve. The main feed to the fan pump is dilution water from the white water chests that hold water 
that is drained from the machine. The machine chest stock is injected into this dilution water at the fan 
pump suction, with the fan pump acting as an in-line mixer. The stock is now < 1% consistency and is sent 
to the headbox via some final cleaning equipment. The dilute stock is spread on the wire at the headbox. 
The primary function of the headbox is to uniformly distribute the wire, using turbulence to break up any 
floes. Water drains from the stock through the wire and is returned to the white water chests. Only 50 - 
80% of the fibers are retained on the wire, so this water contains 50 - 20% of the fiber originally delivered 
to headbox. Thus, the recirculating fibers can be equivalent in mass flow rate to the fiber delivered from 
the machine chest. Simple and vacuum assisted drainage can only remove a limited amount of water, 
typically giving a web of about 20% solids (or 80% water). This web is then fed to a set of presses which 
remove more water, with the sheet leaving the press at 40 - 50% solids. The press water is typically filtered 
and used on various showers; some is recirculated for stock dilution. The semi-dry web is then fed to a 
series of dryers where the final water is removed by evaporation. After the dryers, the web finally passes 
under the scanner heads where basis weight and moisture are measured. It is then reeled. 

Delay times between action at the basis weight valve and results at the sensor can be relatively long. The 
distance from the headbox to the scanner may be as much as 100 m for a machine producing heavy weight 
paperboard. With a speed of 500 m a minute or so for this heavy weight, the delay time is around 12 - 15 
seconds. In addition, the scanner travels back and forth across the web at about 0.3 m/s, so for a 6 m wide 
machine, the time to obtain a signal (1 complete cycle) is about 40 seconds. Thus, total delay between the 
time a control action is initiated and the response can be measured may be upwards of 1 minute. 

When all runs well, the machines, in spite of the long delays, run well and produce stable product. 
Occasionally, however, the web breaks and recovery procedures are necessary. When the web breaks 
several things happen. First, the basis weight sensor loses its input, so it can no longer control the basis 
weight valve. Second, unless the situation is very serious, the web is produced on the wire but is directed to 
the broke pit prior to the press. In the broke pit, water from the white water chest is added and the stock is 
diluted and then sent to the machine chest. Consistency in the machine chest is then upset as it is very 
unlikely that the stock coming from the broke chest is the same consistency as that in the machine chest. 
(Machine control attempts to do this, but the dynamics of the process prevent excellent control.) With 
consistency to the machine chest upset, the mass flow of fiber to the headbox changes. Breaks may last 5 - 
10 minutes (and sometimes a lot longer) which is sufficient time for the basis weight control to drift rather 
significantly from its target. When the web is re-established on the reel, the sensor then resumes control and 
attempts to bring all measurements back in line. This may take several minutes and the production made in 
this period is off quality, hence, may need to be rejected. 
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Figure 1. Block Diagram for Basis Weight Control 

Much information exists about the state of the system prior to and during the break. Tank levels, flow 
rates, and various stock consistencies are available. The goal of the recovery operation is to ensure that the 
consistency and flow rate to the headbox will not drift during a break. Thus, when the web is re- 
established, the product would be on specification. 

Figure 2 illustrates the stock flow during web break. In the normal case, the measurement taken from the 
scanning sensor is used to control the flow of stock to the fan pump via the basis weight valve. 
Consistency in the machine chest is kept constant via another control loop that is independent of basis 
weight. When the web breaks, the sheet goes to the broke pit where it is diluted with white water. 
Consistency control is problematic, as it is difficult to measure when the sheet is being broken up. 
Normally, the flow of white water is ratioed to the machine speed and basis weight. The stock is then sent 
to the machine chest. Since its consistency is probably not the same as the machine chest, the machine 
chest consistency is thus upset and stock flow to the paper machine changes. 

In order to maintain the quality of the product, the following intelligent control approach is proposed: the 
supervisory controller continuously supplies the HFB-FSM with fuzzified sensory data, hence the fuz2y 
automaton can monitor the state of the paper making process via appropriate fuzzy state transients. During 
normal regime, the paper machine is run under the established, classical control algorithm. When the 
measurements begin to drift due to the web break, the HFB-FSM will move to a corresponding fuzzy state. 
At this point, using a two-valued output of the HFB-FSM, the supervisory controller shuts off the classical 
control algorithm and begins to use the continuous (defuzzified) and two-valued outputs of the HFB-FSM 
to control the paper machine. The required actuator outputs to keep the mass flow of stock (= flow rate * 
consistency * density) constant will be inferred using a knowledge base in that state of the HFB-FSM. 
(Density is assumed to be constant for this problem.) In other words, a fuzzy model of the paper machine, 
that has been developed off-line on the basis of expert knowledge and available measured data will be used 
along with actual data during the break to maintain the consistency of the stock. After the web has been 
reestablished and the specs are within the required bounds, the supervisory controller will switch back to 
the classical controller and the HFB-FSM will monitor the status of the process in stand-by. 
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Figure 2. Stock Flow During Break 

CONCLUSION AND FURTHER RESEARCH 
An intelligent supervisory control approach using a fuzzy automaton was proposed to monitor the status of 
a paper machine and to maintain the consistency of the stock when the web breaks. The method will be 
tested in a two step process using Western Michigan University^ pilot paper machine. A dynamic model of 
this machine is under construction using the CADSIM Plus [6] simulation package. A fuzzy automaton 
model of the control algorithm will also be created using the HFB-FSM Simulator that has been developed 
at the ECE Department. After the plant model is verified using pilot machine data, breaks will be simulated 
and the process will be controlled by the HFB-FSM model. Once the HFB-FSM is proven successful on 
the simulated paper machine, it will be applied to the pilot machine. Being a pilot paper machine, breaks of 
any duration can be studied and extensive data can be obtained to both verify and tune the HFB-FSM 
controller. 
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ABSTRACT 
In this paper, a hybrid Proportional-Integral-Derivative (PID) controller that combining the Ziegler-Nichols 
PID controller with the grey prediction PID controller is proposed. The fuzzy gain scheduler is constructed 
to integrate these two controllers. Different characteristics of the employed controllers have been appropri- 
ately acquired. The great advantage of the proposed control architecture is that the parameters of PID con- 
trollers do not need to adapt. Furthermore, the design scheme provides an easy way to design the PID con- 
troller. The goal of the first Ziegler-Nichols PID controller is designed with fast response. Usually, it can be 
obtained after using the Ziegler-Nichols tuning algorithms. The second grey prediction PID controller is 
operated in slow response. It can be easily achieved through scheduling the system output. According to the 
employing different characteristics of controllers, the fuzzy gain scheduling has been successfully applied to 
emulating these two controllers to take care of the transient and steady stated performance simultaneously 
under the situations of unchanging the parameters of PID controller. Simulation results exhibit the superior- 
ity of the proposed method over the conventional ones. 

Keywords: Fuzzy gain scheduling, Grey systems, Grey prediction, PID control 

INTRODUCTION 
Most of the control techniques implemented in industrial processes employ PID controller. There are two 
reasons why nowadays it is still the majority in industrial processes. The first reason is that its simple stric- 
ture and the well-known Ziegler-Nichols tuning algorithms have been developed [1-2]. The second reason is 
that the controlled processes in industrial plant almost can be controlled through the PID controller [3-4]. 
However, the conventional PID controller design usually needs to retune the parameters (proportional gain, 
integral time constant and derivative time constant) mutually by a skilled operator. In particular, in order to 
improve its performance the fuzzy set theory is incorporated to tune the parameters of PID controller [5-9]. 
Generally speaking, the means of fuzzy tuning provide effective methods in the PID controller design. 
However, the established tuning rules are deeply based on someone who has rich knowledge/experiences. 
Usually, it is not an easy task to construct the rules for these parameters. Furthermore, the relations between 
the parameters are intertwined. Therefore it needs to take much time to characterize the parameters of PID 
controller. In this paper, an easy but effective control architecture of PID controller that integrating the 
well-known Ziegler-Nichols PID controller with grey prediction controller is introduced. In order to com- 
pensate the characteristic of original controller, the predicted system output feeds into the PID controller. 
Essentially, different system performance can be obtained if using the different prediction step. We can first 
take several PID controllers that have different performances in distinct operation conditions. Then, ac- 
cording to these local performances of PID controllers, the fuzzy gain scheduling technique is appended to 
determine the contribution/gain of every PID controller. Noted that the parameters of PID controller are 
unchanged after applying Ziegler-Nichols tuning process. 

Grey prediction method initially presented by Prof. Deng [10-11]. The great advantage of grey prediction is 
that it only needs several data to develop a grey model. Instead of considerable data and well behavior of 
distribution are used by conventional prediction methods, only at least four data are needed in grey predic- 
tion. Thus it is possible to apply it to the requirement of real-time control systems. The grey prediction 
method employed in control system has some basic characteristics described as follows [12-14]. The large 
prediction step using in prediction PID controller usually causes worse transient response, but small predic- 
tion step yields fast response. For avoiding change the parameters of PID controller, the fuzzy gain schad- 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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uling is introduced. According to the scheduling of the system output via grey prediction, the fuzzy gain 
scheduler is constructed by some gain tuning rules to emulate the amount control signal of the selected 
controllers. Therefore, how to integrate the grey prediction PID controllers with the fuzzy gain scheduling 
is the core of designing the control system. 

On the basis of linear control theory, the gain scheduling has been widely used in controlling systems whose 
dynamics change with the operating (operation) conditions [15-19]. Basically, it normally requires to know 
a conventional model of the nonlinear system and the partition of the state space under control. Then the 
well developed linear controllers are designed with respect to the linearized system at each operation con- 
ditions. In order to avoid the abruption of the controller^ parameters while across the transition region, the 
fuzzy gain scheduling is proposed to smooth the parameters of controllers. In this study, it is assumed that 
the linear model has been already achieved for convenience, and the controllers with distinct characteristic 
are well designed. Then, the aim of the proposed fuzzy gain scheduling is utilized to determine the weight 
of the each controller. 

GREY PREDICTION 
The basic concept of grey prediction employ finite data (at least 4 data) to construct the grey prediction 
model. The first step of grey model (GM) accumulates the selected data such that the accumulated data se- 
quence is more regular than original data sequence. According to the solution of the grey differential eqia- 
tion, the prediction value for the regulated data can be obtained through a giving prediction step. As we 
obtain the prediction value, the inverse accumulated operation is applied to getting the prediction value of 
the original data. More explanation about them reader can refer to [20-21] for details. A brief introduction 
is given as follows. 

Suppose the system output is interested to predict. The measured data in time sequence are denoted as 

where n is the sample size of the record data. The original data is usually modified by mapping operation 
for establishing the efficiency of GM model. 

xm(k) = exp(y-x™(k)), k = l,2,-,„ 2. 

where 'exp' denotes exponential operation. 

After the operation of data mapping, the accumulated generating operation (AGO) is defined as 

xm(k) = 5>(0,(0,     £ = 1,2,...,«. 3. 

or it can be rewritten in the following notation 

xm(k) = AGO[exp(y ■ x?\k))], k = 1,2, •• •, n 4. 

Obviously, the xm data sequence becomes more regular than the original data sequence, and it exhibits 
strictly increased data sequence. The objective of grey modeling (GM) is to find out the developing law of 
the regulated data sequence via the differential equation. First, define z1" as the data sequence obtained by 
the following MEAN generating operation to x'[), 

z<"(,t) = -[*<'>(£)+ *">(*:-1)]>       k = l,2,-,n. 5. 

Then the equation 

xm(k) + axm(k)=b. 6. 

is called a grey differential equation of GM and the whitening differential equation corresponding to the 
grey differential equation is 
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dx (i) 

dt 
■ + ax0)=b 

where a and b are the developing coefficient and the grey input, respectively. In order to find out the sou- 
tion of (6), the coefficients should be determined in advance. Define the grey parameter vector g = [a b]T, 

then by the least square method, we have 

= (A
T
A)~'A

T
B 

where 

A = 

-0.5(x(1)(l) + x,l)(2)) ] 

-0.5(x(1)(2) + *(1)(3)) 

-0.5(jc(1)()t-l) + x<1)(A:)) 1 

B = 

xm(2) 
x(0)(3) 

xm(k) 

9. 

Therefore, based on the solution of (6), the GM model with respect to the data sequence xm is given by 

* = 1,2,-,». 10. x»>(Jt + A) = (x(0)(l)-V'(*+'*"1) + a 

where p* denoted as prediction step size orp-step ahead. 

The inverse accumulated generating operation (IAGO) is used to estimate the value of (2) at/?-step ahead 

&°\k + p,) = xm(k + p,)-xm(k + p,-l). 11. 

Similarly, the inverse data mapping operation should be applied to x(0) for obtaining the prediction value of 

the measurement data sequence atp-step ahead 

x<:\k + ps) = -\n(xm(k + ps)). 
Y 

In summary, the overall operation of the grey prediction can be simplified as 

*o0)(* + Ps) = -H1AGOGM ■ AGCKexpii ■ x(
0
0)(k)))] 

Y 

GAIN SCHEDULING 
Consider a nonlinear system governed by the following dynamic equation 

X = f(x(t),u(0),    y = x> 

12. 

13. 

14. 

where x = [x{,x2,---,xj e R" is an nx 1 state vector, u is the control input, and v is the system output. As- 

sume that there exists a known family of operation point, say (xip, u'op), / = l,2,---,fc. Then, the linearization 
around each operation point in the state space of error results in 

e=A$ + bfiu, 15. 

where e = 3c -xi„, e„ = «-<, A, = -|/|^,ui, , and bt = ^/|^A - The first step of gain scheduling tech- 

nique is to design the controller with respect to each linearization model. Then each control law can be rq> 
resented as 

Ur = G(e), 16. 

where G(-)is the rth controller for the fth linearlized model. Essentially, the control laws of controllers are 
changed with different operation points. The parameters regulation of controllers between the operation 
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points is the issue of gain scheduling. Based on the technique of gain scheduling, the fuzzy gain scheduling 
is adopted to tune the gain of PID controllers. 

HYBRID PID FUZZY GAIN SCHEDULER DESIGN 
The PID controller generates a control laww(t) based on the closed-loop error, which can be formulated as 

u{t) = kp e(t) + —\e(t)dt+Td 
de(t) 

T, dt 
17. 

where kp, Th and Td are proportional gain, integral and derivative time constants, respectively, ande(0 is the 
error between the reference r(t) and the system output y(t). The discrete time expression for PID controller 
is represented as 

u(k) = kp eto + fteW + T-M*) 18. 

where Ae(^)is the error rate between the error of the present time instant and the last time instant, 
Ae(k) = e{k)-e(k -l),Ts is the sampling period for PID controller. The criteria to search the parameters of 
PID controller are based on evaluating the stability limits of the system. The process of tuning schemes can 
be described as follows: (1) The integral and derivative terms of PID controller are initially taken out of the 
system and remain the proportional term only, (2) The proportional gainA^is increased until continuous 

oscillations are observed (marginally stable), (3) The corresponding gain&p as kx (ultimate gain) and the 
period Tx (ultimate period) of the oscillation are recorded, (4) Finally, the Ziegler-Nichols tuning of the PID 
controller are suggested as kp = 0.6A,, T, = 0.57;, and Td = 0.1257;. 

y U PID 
Controller 

Cf 
'"PID 

r Fuzzy 
Gain 

Scheduler 

u 
—» Plant 

V 
—► 

Grey PID 
Controller c *~GPl D 

y 

Grey 
Prediction 

Fig. 1. The block diagram of the proposed PID controller 

The block diagram of the proposed control scheme is deplicted in Figure 1, where the grey prediction is 
used to estimate the system output so that the obtained error is always different from the error of present 
state. The controller is composed of the following three parts: a PID controller, a grey prediction PID con- 
troller and a fuzzy gain scheduler. The input variable of PID controller is e(t), whereas, the grey prediction 
PID controller is e(t). The prediction error and the prediction error rate of system at/>th-step ahead are re- 
spectively defined by 

e(k + p) = r-y(k + p),     Ae(k + p) = e(k + p)-e(k + p-l) 19. 

where r is the reference signal, y is the system prediction output. Then, according to (18) the control law of 
grey prediction PID controller is 

u(k) = k. e(k + p) + ^i,e(j + p) + ^-Ae(k + p) 
1;   i=l 1. y=i 

20. 

Conventionally, the design of grey prediction controller is almost demonstrated to how tune the prediction 
step of the grey prediction [12-14]. From their studied, we can find the fact that when the large prediction 
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step used in grey prediction the poor rise time is happen, while using small prediction step, the response is 
similiar but slightly better than that without using grey prediction, that is, it usually obtains fast response 
(smaller rise time), large overshoot and more settling time. Therefore, the fuzzy rule base [12], stochastic 
learning [13] and switching algorithms [14], are used to change the prediction step dynamically, such that 
the performance of control system can be better than that of original controller with appending fix grey pc- 
diction step and without grey prediction. In this study, we take the characteristics of grey prediction and 
according to the schemes of gain scheduling under the situation that fix prediction steps and the parameters 
of PID controller. A fuzzy gain scheduling is proposed to emulate each controller^ contribution and to de- 
termine the gain of each controller, such that the performance can be considerably improved. It is well- 
known that the faster response, lower overshoot and shorter settling time is usually required in most control 
applications. However, these basic requirements are trade-off. We exploit two of these PID controllers. The 
first one is the pure Ziegler-Nichols PID controller and aimed at fast response. The second one is the grey 
prediction PID controller with smooth transient response. The selected controllers can be respectively 
achieved through the Ziegler-Nichols tuning process and large prediction step. The fuzzy gain scheduling is 
incorporated to determine the weights of selected controllers in order to achieve the control goals with the 
faster response, lower overshoot, and shorter settling time simultaneously. 

To begin with, we make the assumption that there are two PID controllers already achieved and denoted as 
C£,D(fast Ziegler-Nichols PID controller) and Cs

GPID(s\ov/ grey prediction PID controller). Moreover, we 
assume that there are two same linearized systems for the reason of simplification. Thus gain scheduling can 
be involved in our control scheme. The gain rule base of fuzzy gain scheduling to the controllers are formed 
as 

Ä,. :IF|e|isAi then wisaiC/^ + ßjC^o, /=l,2,...,n. 21. 

where Ri is the z'th rule. According to the defuzzification of weighting average, the control law is 

u = ILM^taA + ß^] = £" illAi(\e\)[aa!D + ß,Q„D] 22. 
XLMel) 

where |-| is absolute value, and the membership functions of IF-part are defined in uniformly and symmetri- 

cally distributed over the universe of discourse so that £"_ nA(|e|) = l. Equation (21) implied that the control 

law of hybrid PID controller can be changed by oc,, ß,., i = 1, • • • ,2, and the membership functions of IF-part. 

The determination of these parameters could be appropriately selected by the rule of thumb. The design 
procedure is summarized as follows. Step 1: Determine the parameters of Ziegler-Nichols PID controllers, 
Step 2: Append the grey prediction to Ziegler-Nichols PID controllers, Step 3: Choose the controllers, one 
with fast transient response, another with slow response, Step 4: Construct the rules of fuzzy gain scheduler, 
and determine the amount of control signal according to (22), Step 5: Perform the hybrid PID controller. 

SIMULATION RESULTS 
In this section, to exhibit the better performance of the proposed approach, two simulation examples are 
used to verify. One is third-order process, and another is fourth-order process. They can be respectively 
represented as the following transfer functions 

4.228 93 
G,(s) = ^—  li- 

(s + 0.5)(s2 +1.645 + 0.456) 

G(5) = 27 24. 
(s + l)(s + 3)3 

The step responses for the processes (23) and (24) are used in the following strategies for the reason of 
comparison, (a) apply conventional Ziegler-Nichols PID controller; (b) append the grey prediction to Zi^- 
ler-Nichols PID controller with the small prediction step and the large prediction step to characterize the 
effects of grey prediction PID controllers; (c) apply fuzzy gain scheduling to the PID controllers to detff- 
mine the weight of the selected controllers. The sampling time interval for computer simulation is given as 
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0.01 sec. The ultimate gain and the period of Ziegler-Nichols PID controller are determined as, K = 3.6 and 
Tx=2.ls for process (23), kx =4.88 and Tx = 2.55s for process (24). 

The rules and the membership functions of fuzzy gain scheduler are respectively given in Table 1 and Fg- 
ure 2. As usual, the meanings of the fuzzy sets are, respectively, PL for Positive Large, PM for Positive 
Medium, PS for Positive Small and ZR for Zero. 

Table 1. The rules of the fuzzy gain scheduler 

N PL                        PM                        PS                       ZR 

u aiCpio + piCPID   o.2Cp1D + p2CpID      <X}CpID + p}CpiD   o.4CpID + piCPID 

ZR      PS      PM PL 

0   s, N 
Fig. 2. The membership functions of the IF-part of the fuzzy gain scheduler 

The step responses using conventional Ziegler-Nichols PID controller and grey prediction PID controllers 
with small prediction step (3-step) and large prediction step (150-step) are shown in Figure 3. As can be 
seen from Figure 3, the small prediction step used by grey prediction PID controller is almost the same as 
the Ziegler-Nichols PID controller. The more rise-time is required if the large prediction step is used in 
grey prediction PID controller. We use these two selected controller, one is the Ziegler-Nichols PID cai- 
troller, another is the grey prediction PID controller to construct the fuzzy gain scheduler based on the 
fuzzy rule manner. The parameters of fuzzy gain scheduler for both processes are determined as 
[5,,s2,s3,s4] = [025,0.5,0.75,1], [ai,a2,a3,a4] = [1,0.95,0.9,0.9] and [ß1)ß2,ß3,ß4] = [0.2,0.5,0.8,1]. The step re- 
sponses of the hybrid PID controller with fuzzy gain scheduling for processes (23) and (24) are respectively 
shown in Figure 3 (a) and (b). Obviously, the proposed control approach has better results than that of the 
conventional one. 

TIME(sec) TIME(sec) 

(a) (b) 
Fig. 3(a). The step responses of the third-order process with Ziegler-Nichols PID controller (dotted line), 
grey prediction PID controller at 3-step ahead (dash dotted line) and at 150-step ahead (dashed line) and the 
proposed hybrid PID controller with fuzzy gain scheduler (solid line), (b) The step responses of the fourth- 
order process with Ziegler-Nichols PID controller (dotted line), grey prediction PID controller at 3-step 
ahead (dash dotted line) and at 150-step ahead (dashed line) and the proposed hybrid PID controller with 
fuzzy gain scheduler (solid line). 
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CONCLUSIONS 
A hybrid PID controller has been well designed through fuzzy gain scheduling. Instead of tuning the pa- 
rameters of PID controller used by conventional approaches, the technique of fuzzy gain scheduling is an- 
ployed to determine the gain of well-designed grey prediction PID controllers. The great advantage of the 
proposed approach is that the parameters of original Ziegler-Nichols PID are unchanged through system 
operation. Both of the transient and steady state response are considered simultaneously, which is not easily 
achieved if the conventional approaches are applied. Considering the characteristic of grey prediction and 
the essential concepts of gain scheduling, a set of heuristic rules of fuzzy gain scheduling has been con- 
structed to determine the amount control signal depending on error. Basically, the proposed approach pro- 
vides an effective way to construct the PID controller. From the simulation studies, we can find that the 
hybrid PID controller is superior to the conventional Ziegler-Nichols PID controller. 
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ABSTRACT 
In this paper, we introduce the concept of Holonically Object Oriented Systems. Nowadays there are 
many more complicated things than ever before in the world, waiting to be controlled intelligently in 
order to improve the production rate in a factory; make things more clear in a complex system; or 
get help in terms of analyzing a system, etc. To accomplish this, we have tried to increase our 
understanding, accuracy and precision of the target system to be controlled. After obtaining the required 
information, we are ready to control a system for many different purposes. But often this approach 
can complicate a problem further, which then becomes more time-consuming because of an increase 
in system size, resulting in comparatively low robustness. This can be caused by: a lack of a flexibility 
against sudden changes in the behavior of a system; by giving too much redundant attention to a 
particular aspect of the system and; by a lack of intelligence. 

PRESENT SITUATION 
In the past, a production system was considered as an integration of workers. Then the definition 
became an integration of machines; then we developed semi-automatic machines which provided lower 
labor costs and more efficient equipment; then came intelligent production systems; and so on. The 
world has been getting smaller and smaller because of the development of information technologies and 
high-speed transportation systems. So, in the case of production of goods, it was natural that the 
production base has shifted to places which can offer good and reasonable labor costs. But naturally, this 
phenomenon soon ends up with rising labor costs as these new places grow, change and mature. So now, 
we must turn to the age of agile production with respect to cost and quality with more complex, 
large and rapidly changing systems than ever before. In addition to this situation, a company cannot 
survive without global-expansion in relation to production, workers, information and information 
technology. If these factors are integrated, it is possible to produce a competitive product. 

In such situations, it is difficult to maintain system stability with respect to disturbances, to 
provide high adaptability and flexibility to change, and to sustain effective production. So, in this 
atmosphere of requiring more and more effective production, we must have a mechanism in the 
organization that will react intelligently to: 

unpredictable modification of products, 
increasing numbers of product variations, 
frequent model changes, 
shorter product life-time, 
constant production line. 

On the other hand, we have problems: 

system becomes rigid due to expansion in size, 
limits of automation are reached, diminishing returns, 
wastage of human skills and talent, 
adaptability to change in the environment is low, 
inability to guarantee future progress. 

So from the above, it is obvious and important to have flexible behaviour to express the system correctly 
and accurately. Secondly, we need to reduce redundant behaviour and provide effective production. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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To address these problems, we introduce the Holonically Object Oriented System. To deal with the above 
problems, it is necessary to generalize the SYSTEM to be considered. So, in the next section, a general 
expression of the SYSTEM is considered. 

GENERAL CONCEPT OF THE SYSTEM 

Systems in General 
Everything that has some sort of "Organism" or "Pattern of Behavior" or "Regulated Phenomenon" or 
"Relation" inside or within itself, can be defined as a "SYSTEM" in which the behaviour or interaction 
phenomena of creatures with their environment can be well-defined by equilibrium theory, the laws 
of dynamics and/or the laws of thermodynamics [1], and the behaviour or interaction phenomena of 
things amongst themselves is of utmost interest [2]. 

According to "The Structure and Function of Organization" by J. Feibleman and J.W. Friend [3], the 
study of organizations must be approached from two viewpoints - in either a static or dynamic way. 
Static treatment views an organization as being independent of its environment and therefore isolated 
from interaction problems with other organizations. Dynamic treatment views an organization as being 
dependent, to some extent, upon its environment and therefore, it interacts with other organizations. As 
mentioned above, our interest is focused on the behavior of an organization itself, so static treatment is 
our only concern. In one sense, the system we treat is an open system which attains a time-independent 
state wherein the system remains constant as a whole and constant within each of its phases or parts, 
although there is a continuous flow of component materials [4] 

The General Concept of a Static Organization 
The Basis of Organization 

J. Feibleman and J.W. Friend define the Static approach as; "in treating structure, we first examine the 
organization itself as a whole. The whole obviously analyses into parts. These parts themselves have 
parts, which we shall term, subparts. 

Thus there are two levels of analysis: 

1. Wholes(from which an analysis is made); and 
2. Parts and Subparts. 

So from this, we can have the following conjecture. 

Conjecture 1: 
Any static Organization can be recognized as a Whole and the Whole can be treated as a static System. 
The System has parts, and the parts consist of subparts. The subparts have their sub-subparts, and so on. 

When we think about this world, we can easily see the following phenomenon: 

At one time, the whole is the main function of a System, but at another time, each part or 
subpart may function as the main feature of the system. 

So this leads to the next conjecture: 

Conjecture 2. 
In a system, at one moment, "HOLOS" can be the main function that explains the whole behavior of 
the system, and at another moment, each "ON" can be the main function which explains the whole 
behavior of the system. So the phenomenon of "HOLOS-ON ? HOLON" is a function which can be 
found in every system. 

Now, lets describes the elements of relationships [4]. There is an important factor in the analysis of 
organizations that we may temporarily describe as the ways in which parts exist in combination with 
other parts to form the structure of the whole. We refer here to the kinds of relationships between parts 
and the ways in which parts combine. The elements of relationships which exist between parts of an 
organization form a group of relationships as follows: 
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1. Transitivity: If we relate two parts to a middle one, this relates the extreme parts to each other. 
2. Connectivity: This is the relationship of two parts without mediation of a third part. 
3. Symmetry: This is a relationship between two parts which is the same in both directions. 
4. Seriality: This is a relationship that is transitive, asymmetrical, and connected. 
5. Correlation: (one-many, one-one, many-one, many-many)   is a relationship between two series such 

that for every part of one series there is a corresponding part in the other series and no 
part in either series is without a corresponding part in the other. 

6. Addition: This relationship joins parts together so as to increase their number within a part.. 
7. Multiplication: This relationship joins parts so as to involve them with each other. 
8. Association: This is a relationship which is commutative and connected. 
9. Distribution: This is a relationship which is commutative and intransitive. 

10. Dependence : This is a relationship in which existence of one part is conditioned by some other part. 

Rules of Organization 
We now have the basis of organization, i.e., the whole, parts and subparts, and we also have elements of 
relationships between parts. But these are insufficient to define or determine any given organization. So 
in addition, we need certain rules in which, parts and their relationships are constitutive of organizations. 

1. Structure is the sharing of subparts between parts. 
The linkage of parts is accomplished by means of common subparts and not by mere 
juxtaposition or external linkage. The joining of two parts is effected by a subpart which 
they hold in common, and this is the basis upon which all structures are constituted. 

2. Organization is the one controlling order of structure. 
It is not the facet of linkages but rather, the principle under which all linkages fall into one 
controlling order, which makes an organization. 

3. One additional level is needed to constitute an organization besides its parts and subparts. 
No specific number of subparts and parts constitutes an organization, which essentially, is 
a property of the whole. The organization is one level above its analytic parts and subparts, 
and thus the whole must involve an additional level. 

4. In every organization there must be a serial relation. 
The serial relation is essential in every organization. Other relationships may and usually 
do exist but they are unnecessary to constitute an organization. In analyzing every whole, 
there must be a controlling relationship which is asymmetrical, transitive, and connective. 

5. All parts are shared parts. 
There is nothing in an organization except parts which have subparts in common. An item 
which is not shared by parts is extraneous to the organization and not a part. 

6. Things in an organization related to parts of the organization are themselves parts of the organization. 
Anything in an organization which is related to part of that organization, by virtue of that 
relationship, is itself part of the organization, and not a foreign body. 

7. Things in an organization related to related parts are themselves parts of the organization. 
Sometimes there are things in an organization which are not related to any single part of 
the organization, but which are related to two or more parts taken together. 

8. The number of parts and number of their relationships constitutes complexity. 
The number of parts and their relationships, i.e., subparts, constitute the complexity of an 
organization. This role and the yardstick of integrality, or kinds of static organization form 
a pair of criteria. Complexity is reduced to a mere matter of counting parts and subparts. 

Kinds of Organization 
The kinds of organization constitute degrees of integrality as follows: 
1. Agglutinative 

The governing relation is aseriality, where parts have intransitivity, connectivity and symmetry. 
2. Participative 

The governing relation is seriality. Participative organizations subdivide into three kinds; 
a.Adjunctive 

The governing relationship is symmetrical independence. The sharing of subparts is not 
necessary to either of the parts. Parts can survive their separation. 
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b. Subjective 
The governing relationship is asymmetrical dependence. The sharing of parts is necessary 
to one of the parts but not to both. 

c. Complementary 
The governing relationship is symmetrical dependence but in this case, the sharing of parts 
is necessary to both of the parts. Neither part can survive separation. 

In the next section, by using the above terminology, the SYSTEM will be defined. 

THE CONCEPT OF SYSTEM 
Generally speaking, we can define the System of any Organization with conjecture 1 above as follows: 

An organization has a whole and its parts. Parts have their subparts. And this phenomenon goes on and 
on into inside-subparts. So, we can define a system as follows: 

Definition 1. 
U = {U|U} U :Universe 
P={P,p|p??P, ?P?U} P:Parts 
SPO = {SPO , spO |? spO ? ? SPO ,? SPO ? P} p Elements 
SPl  = {SPl ,spl |? spl ? ? SPl ,? SPl ? SP} SP Subparts 

SPn= {SPn,spn|sPn? ? SPn,? SPn? SPn.,} 
sp Elements in Subparts 

These parts and subparts, etc. have a relationship among themselves as described in the Basis of 
Organization section above. These are "transitivity, connectivity, symmetry, seriality, correlation, 
addition, multiplication, commutation, association, distribution and dependence". These relationships are 
categorized into Relations, Functions, and Connections between parts and subparts as follows: 

RELATION transitivity, connectivity, symmetry, seriality 
FUNCTION        addition, multiplication, commutation, association, dependence 
CONNECTION  correlation 

Generally speaking, it can be said that an organization will contain factors of RELATION, FUNCTION, 
and CONNECTION. Furthermore, these factors perform the following tasks: 

RELATION [R] specifies how to transfer, 
FUNCTION [F] specifies a quantity to be transferred, 
CONNECTION [C] specifies a route to transfer. 

So from the facts of a System (Definition 1.) and an organization as mentioned above, we can define a 
System of Organization (SO) as: 

Definition 2. 
SO(X)= {X, [R],[F],[C],U,P,SP1 ,...,SPn} 
SO(U,P,SP,...)={[R],[F],[C]} 

where    [R] = f(t, c, sy, se) t = transitivity, c = connectivity, sy = symmetry, se = seriality 
[F] = f(add, m, c, ass, d)    add = addition, m = multiplication, c:= commutation, ass = association, 

d = dependence 
[C] = f(r) r = route 

From the above, the elements of RELATION are specified by FUNCTION [F] and this information 
goes to with the route defined by CONNECTION [C]. So this can be rewritten as: 

U=f([R([F])][C1 

P = f([R([F])]m 

SP,=f([R([F])]|C] 

SPn = f([R([F])][C] 
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So we can define a System of Organization as follows: 

SO(X,Y,Z,...) = f(U(X), P(Y), SP, (Z, ),...,SPn(Zn)) 1. 

THE CONCEPT OF A HOLONICALLY OBJECT ORIENTED SYSTEM 
So far, we have defined a SYSTEM OF ORGANIZATION (SO), so now it is necessary to introduce a 
system which will solve the specific problem case. 

HOLON at Present 
Twenty five years ago, Arthur Keostler proposed "HOLON" to describe a basic unit of organization in 
biological and social systems. HOLON is a combination of the Greek word "holos", meaning whole, and 
the suffix "on" meaning particle or part. Keostler observed that in living organisms and in social 
organizations entirely self supporting, non-interacting entities did not exist. Every identifiable unit of 
organization, such as a single cell in an animal or a family unit in a society, compresses more basic units 
while at the same time forming a part of a larger unit of organization. A holon, as Keostler devised the 
term, is an identifiable part of a system that has a unique identity, yet is made up of sub-ordinate parts 
and in turn is part of a larger whole. 

The strength of a holonic organization, (holarchy) is to enable construction of very complex systems 
that require improvment in efficient use of resources, highly resilient to disturbances, and adaptable 
to environmental change. All such characteristics are seen in biological and social systems [5]. 

Definition of HOLON 
A holon is defined by the Consortium on Intelligent Manufacturing Systems as follows: 

An autonomous and co-operative building block of a manufacturing system to transform, 
store and/or validate information and physical objects. The holon consists of an information 
processing part and often, a physical processing part. A holon can be part of another holon. 

Autonomy is the capability of an entity to create and control execution of its own plans and/or strategies. 
Co-operation refers to the process by which a set of entities develops mutually acceptable plans and 
executes these plans. A Holarchy is a system of holons that can co-operate to achieve a goal or objective. 
The holarchy defines the basic rules for co-operation of the holons and thereby limits their autonomy. 

Holonic manufacturing system (HMS) is a holarchy that integrates an entire range of activities from 
order-booking through design, production, and marketing to realize an agile manufacturing enterprise. 
Holonic attributes are features of an entity that make it a holon. The minimum set of attributes is 
autonomy and cooperation. 

Definition of a HOLONIC SYSTEM of Organization 
In the field of control we have been trying to expand robustness since a manufacturing system to be 
controlled has become so large and too complicated. So this causes problems of instability, of sudden 
stopping of the whole system, of loss of control, of reduced reliability of the system, and so forth. To 
reduce this problem, a lot of things must be introduced such as enhanced intelligence, etc. But it is 
often difficult to achieve a satisfactory result because modern control still has the idea that the we 
must have the ability to control the whole system all the time. When we think about human or living 
creatures, we only use necessary functions as they are required. Other functions are left vague or 
redundant until needed. We can also apply this idea to the control of our present situation to reduce 
complexity and increase system reliability. This is the, so called, HOLONIC approach. 

In the section on System of Organization, we defined our system mathematically, so now let us try to 
construct the   System of Organization with a Holonic approach. 

Holonic System of Organization 
HOLON was first used in the book called "The Ghost in the Machine", London, 1967 by Authur 
Koestler in which he introduced the idea of "Self-Regulating Open Hierarchic Order (SOHO)". This can 
be expressed as "YANUS", as well [5]. SOHO has the following characteristics: 
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- Living creatures do not consist simply of sets of parts and are not uni-motivated chains. 
- The whole of each creatures branches into sub-wholes one after another autonomously and 

each have a hierarchy of multi-levels. 
- Self-regulating Open Hierarchic Order or YANUS 
- Autonomy and integrality 
- Hierarchy and networking 
- Regulation and targeting 
- The hierarchy has its own ordering regulations 

In other words, we can conclude that a HOLON has characteristics of: parts and subparts, fluctuations, 
self-organizing; entrainment; YANUS; rhythm; distributed. These characteristics are expressed as: 

- Parts and subparts are defined mathematically as {? P? U} 
- Fluctuation is defined by a probability or a distribution function. 
- Self-organizing is U or P or SP or SP0 or ... or SPn. 
- Entrainment is the behavior of mimicking the behavior of neighbors. 
- YANUS is a behavior of {? P? U}. 
- Rhythm is defined by an input rate or a dispatching rate or a production rate. 
- Distributive is defined by: 

SO(X) = {X, [R], [F], [C], U, P, SP, ,...,SPn} 
SO(U,P,SP,...) = {[R],[F],[C]} 

Now if we think about a company and its problems, the above characteristics can give us an easy way to 
express a company logically. 

Concept of HOLONIC SYSTEM 
Here the properties identified above are defined mathematically with a few necessary modifications. 

Definition 3. 
- Parts and subparts are defined mathematically as 

{?P?U} 2. 
This was stated in Definition 1. 

Definition 4. 
Fluctuation is defined by a probability or a distribution. 
The human heart does not always beat at exactly the same pace but fluctuates dependent on many 
factors: stress, lack of oxygen, heat, cold, etc.. We find the same behavior in many organs of our body. 
Furthermore, fluctuations are observed in every creature in the world. So [F] is defined by: 

[F] = {regulated [r] and fluctuating behaviors [fj, probabilistic [p] and distributive actions [d]} 

Definition 5. 
Self-organizing is U or P or SP or SP0 or ... or SPn. 

Every part has its own self-organizing properties and we can find this property in every organism and 
creature. This can be defined as: 

SO(X)={X|  [R],[F],[C],U,P,SP1 ,...,SPn} 3. 

Definition 6. 
Entrainment is the behavior of mimicking behavior of neighbors. We behave this way autonomously 
often without self-recognition, and again, this behavior can be found in every animal. Entrainment can 
be defined as: 

f([F])ra= {[f([F]n) ? f([F]n.,) ? f([F]n.2) ? ...? f([F], 4. 

Definition 7. 
YANUS is a behavior of {? P? U}? {U? ? } as it is. Mathematically, this is the same as U=P, but in 
this case it has another meaning, that is to say, every function in a system has a moment in which it is 
the whole [U] of the system and so, at some instance, the whole may become a part [P]. 
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Definition 8. 
Rhythm is defined by an input rate (IR) or a dispatching rate (DR) or a production rate (PR). 

[R] = {input rate, dispatching rate, production rate} 

Definition 9. 
Distributive is defined by: 

SO(X) = {X| X? [R], X? [F], X? [C], X? U, X? P, X? SPl ,..., X? SPn} 5. 
and 

SO(U(X),P(X),SP(X),...) = {X? [R],X? [F],X? [C]} 6. 

Definition 10. 
A HOLONIC SYSTEM is a system which has properties defined by Definitions 3-9. 

Definition 11. 
HOLONIC CONTROL is a method which treats the HOLONIC SYSTEM. 

Here we restate the System of Organization by using the definitions above. By using the definitions 1, 2, 
7 and 9 described above, we have a general expression of a System of Organization as shown below. 

SO(X, Y, Z) = f [U(X), P(Y), SP, (Z,),..., SPn(Zn)] 7. 
U=f([R([F])])[C] 

P=f([R([F])])[C] 

SP, =f([R([F])])(C] 

SPn = f([R([F])])[ C] 

By using and combining definitions 1,2, and 3, we can restate the system which has both required 
properties of a HOLONIC expressed as: 

SO(X, Y, Z)H = f [U(X), P(Y), SP, (Z,),..., SPn(Zn)]H 8. 

This can be rewritten as 

SO(X?Y?Z)H ={UH =f([R([F])])[ C] H   ? PH =f ([R([F])])[ C] H 
? SPl H =f([R([F])])[ C] H      ? • • ? SPn = f([R([F])])[ C]  } 9. 

By using definition 4, input quantities or properties have a certain amount of tolerance. They can be 
defined by [r], [fj, [p], and [d]. These attributes are restated as [F] as used in the above equation. By 
using definition 6, we can restate the system as; 

SO(X, Y, Z)m = f [U(X)ro, P(Y)m, SP, (Zl )m,..., SPn(Zn)m] 10. 

Um = f([R([F]m)])[ C] 
Pm = f([R([F]m)])[ C] 
SPral  =f([R([F]m)])[ C] 

SPmn = f([R([F]m)])[ C] 

So with the above results, we can have a theory of the HOLONIC SYSTEM. 

Theory 1. 
A HOLONIC SYSTEM is a system which has attributes of System Organization and can be defined by 
the equation shown below: 

SO() = {SO(X,Y,Z)m? SO(X? Y? Z)H} 11 • 

[Proof] 
This is obvious from definitions   1-9. 

We can state the normal System of Organization as: 
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SO(X,Y,Z) = f[U(X),P(Y),SPl (ZI ),...,SPn(Zn)] 
U =f([R([F])])[ C] 
P=f([R([F])])[ C] 

SP1 =f([R([F])])[ C] 

SPn=f([R([F])])[ C] 

And we can restate the above by adding the HOLONIC System as: 

SO(X,Y,Z)m = fIU(X)m,P(Y)m,SPl (Zl )m,...,SPn(Zn)m] 12. 
Urn =f([R([F]m)])[ C] 
Pm =f([R([F]m)])[ C] 

SPml =f([R(tF]m)])[ C] 

SPmn=f([R([F]m)])[ C] 

And so, we can state the HOLONIC System as: 

SO(X?Y?Z)H={UH=f([R([F])])[ C] H? PH=f([R([F])])[ C] H? SPl H=f([R([F])])[ C] H? 

SPn=f([R([F])])[ C]  } 13. 

From these two equations we can easily get the following result simply by adding two attributes: 
SO( )={SO(X,Y,Z)m? SO(X? Y? Z)H} 14. 

[End Proof] 

Holonically Object Oriented System 
In the above, we have cleared up the idea of HOLON (HOLONIC SYSTEM and HOLONIC 
CONTROL) and its mathematical definition. The idea of HOLON can be applied to any organization or 
company. A company has many departments, and each department consists of sections, and a section 
consists of men or equipment or facilities. Each has connections to one another. Each section or 
department has its own autonomous mechanism and can be independent itself. 

So a system of a company will be able to define as an exactly same entity as shown below; 

SO(X,Y,Z)m=fTU(X)m,P(Y)m,SPl (Zl )m,...,SPn(Zn)m] 

U, P, SPl,..,and SPn are independent of one another autonomously and also, they have close 
relationships with one another. And when all goes well, they behave just like one unit. We do not care 
about detail inside. But when the system is in a trouble, a section or department which has the trouble 
comes into sight. Sometimes this section or department will behave as if it is the whole. This is exactly 
the same as the HOLON defined above. So again, it can be expressed by theory 1 shown above. 

SO( )={SO(X,Y,Z)m? SO(X? Y? Z)H} 

What is more, we can say that the each element of SO( ) can be expressed as an Object since it has 
autonomous bahaviour and it behaves as one system. 

And we can let it have the functions stated below: 

Unless there is any trouble in X or Y or Z, since these behave independently, there is no need to be 
conscious about each of them. Once trouble occurs, it is very easy to know where it happens. The 
function SO will be controlled by data from the part in trouble. 

In the simplest case, we can define the transformed outputs of Xo, Yo, and Zo for 3 levels as: 

1. as expected; averaged   ? C 
2. linearly goes up or down ? aX+b. 

And we can define the situation of C as follows: 
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• SOo( )={SOo(Xo)H} 

In this situation it is necessary to be conscious about the whole itself. 

The situation of aX+b can be defined as one of: 

SOo( )={SOo(Xo,Yo,Zo)m} or 
SOo()={SOo(Yo)H} or 
SOo()={SOo(Zo)H} 

In this situation it is necessary to be conscious about the Parts in trouble. 

15. 

16. 
17. 
18. 

So the HOLONIC SYSTEM described above is easily transformed into an Object Oriented System, 
which is called a Holonically Object Oriented System. The above can be defined as shown below; 

Definition 12. 
A Holonically Object Oriented System is defined by the expression below: 

SOo( )={SOo(Xo,Yo,Zo)m? SOo(Xo? Yo? Zo)H} 19. 

where Xo = X expressed as an Object Oriented System 
Yo = Y expressed as an Object Oriented System 
Zo = Z expressed as an Object Oriented System 

Applications in General 
From the above results, we can apply company control. A company is expressed by the holarchy below: 

COMPANY 

Management Factory Transfer Sales 

Research !     Managing Plan         !  Production simulation 

transfer 

sale 

information 
foresee market      ■ Order 

strategy    , Accept 
1 Data analysis 

plan                i control 
simulation    , (RTM) 

COMPANY consists of Management, Factory, Transfer, and Sale. Management consists of Research and 
Manging. Factory consists of Plan and Production. Transfer consists of simulation and transfer. Sale 
consists of sale, information, and foresee. Research consists of market and strategy. Managing consists of 
order, accept, and data analysis. Plan consists of plan and simulation. Production consists of control. 

COMPANY = {Management, Factory, Transfer, Sale} 
Management = {Research, Managing} 
Factory = {Plan, Production} 
Transfer = {simulation, transfer} 
Sales = {sale, information, foresee} 
Research = {market, strategy} 
Managing = {order, accept, data analysis} 

As described above, this is able to define a Holonically Object Oriented System as below: 

SOo={COMPANY} 

In this situation every element of COMPANY can be expressed as an Object and each Object can 
have a close relationship one to another. All transformations as expressed in equations 15., 16., 17., and 
18. can be used in any particular situation. 
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CONCLUSION 
We have introduced the Holonically Object Oriented System. The following results were obtained. 

1. A HOLON is a very suitable idea to express a huge, complex system. 
2. Any system has a holarchy and can be constructed with HOLON. 
3. Holarchy has a good nature to be treated with Object. 
4. Holonically Object Oriented System has the nature of flexibility, adaptability to change, and 

transformability into any form which itself remains to exist as an independent entity. 
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ABSTRACT 
When constructing predictive models from process data using techniques such as Neural Networks, the 
validity of the data is very important. This paper presents some current methods of 'cleaning' data and 
proposes a structured method applied to a batch heat treatment application in the steel industry. The 
methodology highlights the use of expert knowledge throughout a project's evolution. The application of 
this data cleaning methodology to the heat treatment process is described, and a quantitative comparison is 
made of the performance of a neural network model by comparing the accuracy of its predictions before and 
after the correction of outlying points. 

INTRODUCTION 
It is now common for industrial processes to be associated with large amounts of data. Increasingly this data 
is being used to construct empirical models to describe the underlying process [1,2,3]. One problem with 
this technique is that the data may contain points that are incorrect for one reason or another. These are 
known as outlying data points or outliers. 

A popular technique for devising such models is that of Artificial Neural Networks, whose supervised 
learning types include Multi-Layer Perceptrons (MLPs) and Radial-Basis Functions (RBFs). Neural 
networks are trained by repeatedly examining a large number of examples for a particular problem. There 
are two main features that affect the success of this technique when applied to an industrial process. The 
first is the purity of the data upon which the network is trained, i.e., its ability to represent the process 
truthfully, and the second is the generalisation of the trained network when applied to previously unseen 
data. 

Work has been undertaken to model heat treatment data from a range of steel processing sites of British 
Steel Engineering Steels U.K. This has been done largely using MLP networks with varying architectures. 

BACKGROUND 
The Steel Process 

The heat treatment process for which the predictive model has been constructed is concerned with a wide 
range of low- to mid-carbon engineering steels with a variety of alloying elements. Heat treatment consists 
of three main stages: austenitising, quenching and tempering. The final mechanical properties of the steel 
are influenced by the temperature and quench used during the hardening and tempering stages, together with 
alloying elements which are added to the steel when it is being cast. The interaction effects between these 
parameters are often non-linear. Parametric knowledge is insufficient to develop suitable models, thus the 
aim of the model is to predict mechanical properties developed by the process for a wide range of 
engineering steels from past process data. 

Neural Networks 
In 1943, McCulloch and Pitts introduced the idea of an artificial neuron to process data [4]. In the 1950s, 
this work was advanced by arranging neurons in layers. Although learning rules to cope with multiple layers 
of perceptrons were not developed until later, this work formed the basis ofMLPs used today. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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A basic MLP is shown in Figure 1. It consists of a series of layers of neurons, namely the input, hidden and 
output layers. Each neuron in one layer is fully-connected to all neurons in the next layer. Each connection 
has a strength or weight associated with it. A network learns or is trained by modifying these weights. The 
result is a mapping from the input to the output layer via the hidden layers. Each neuron also has a bias 
value associated with it so as to provide an additional degree of freedom. 

Various training methods exist to modify the weights in order to make the mapping representative of the 
process data. The gradient descent method is a common one, however quicker methods such as conjugate 
gradients are available. 

Hidden Output 
Layer Layer 

Fig. 1. Multi-layer perceptron structure. N.B. Bias weights are not shown 

DEVELOPMENT OF A NEURAL MODEL 
When developing a model using process data there are several steps that should be undertaken. These stages 
are commonly; problem familiarisation, data collection, data preprocessing, training the model, testing the 
model and commissioning the model. This paper is primarily concerned with 'data cleaning', which mainly 
occurs at the data preprocessing and training stages, however first we will consider what role the problem 
familiarisation stage can play in this analysis. 

Problem Familiarisation and Data Collection 
When embarking on a modelling problem, it is advisable to become familiar with the process. 
Familiarisation of the real problem can help the modeler to make intuitive decisions throughout the process, 
but more importantly, it can bring about doubts when a procedure which will not benefit the model is being 
attempted. 

Basic topics such as data availability, format, distribution, variable designation (input or output), variable 
importance, trends, ranges and units compatibility must be broached. This helps to obtain the most use from 
the available data, and it helps to judge how many useful data points are available for model construction. 

Codes which relate to the production of the product are also important, for example when considering a 
batch process, each data point will often carry a code relating to its manufacture (a batch number) which 
may also contain a code relating to the location of its production. Whilst appearing abstract at first, this 
information may prove useful during outlier detection and correction. 

Data Cleaning 
Several methods have been used to locate outlying data points and correct their values when modelling data. 
We will first discuss methods of detection, then correction methods along with missing data treatment and 
later, we will demonstrate their effectiveness. 
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Basic Outlier Detection 
Once the operating levels of the inputs and outputs have been defined, an obvious check is whether the data 
set contains any points that violate these limits. Qin et al. [5] used a similar method. It is possible to use 
ideas relating to the simple physics of a problem to check the validity of data points. Through the 
familiarisation stage it may be possible to find ways to infer new variables from the data. For example when 
dealing with steel data, the ratio of two variables is sometimes used as a guide to microstructure. If this ratio 
exceeds 1, then via an inferred value an outlying data point has been found. However, by looking at the two 
variables separately it might not have been possible to automatically infer an outlying data point. 

A graphical inspection method can also be effective in detecting outliers -- visual correlation checking. For 
example, if one variable is expected to relate to another in a manner roughly known, outlying data points 
can be found by identifying those points which do not conform to the general trend of the rest of the group. 

Structured Outlier Detection 
It is often found in a steel process that certain types of steel are made quite frequently. The result is that 
there are several examples of a given set of input variables, which should relate to similar output values. 
Moreover, in some cases there may be data points that come from the same parent cast, undergoing their 
treatment in either similar or different batches depending upon the quantity produced. These features can be 
advantageous and a check can be made through the data set to find similar input patterns together with their 
respective output patterns. By choosing various criteria for similarity, and through knowledge of the system, 
it is possible to infer an approximate variance in the results for a given set of similar input patterns. Thus, 
groups that contain points that are outside this range can then be examined further. 

If there are many similar examples for a given input pattern, we can classify an outlying data point as the 
one furthest from the median value. Other information within the data set may also be useful such as 
information taken at the time of testing. Often in processes such as heat treatment a variable will be 
assigned to define if a batch passed or failed a specification test. If an outlying point fails to meet a 
specification due to a process error then it must be excluded, however it is also possible to include data 
points when the treatment prescription was at fault as these represent valid data and can expand the data set. 

Learned Outlier Detection 
When a neural model has been constructed, the residuals (the predicted-known values) are often examined. 
Outlying data points have a feature in which they tend to have large individual training and test errors [5]. 
However this can be advantageous when detecting outliers, as there are two reasons for high residuals. The 
first is a data point which the model cannot cope with but one which is correct, and the second is a point 
which is incorrect, and therefore does not fit in with the model. 

One should be aware that when a training data point is incorrect and lies in an area of low data density, with 
little else to weigh against it, the model will tend to fit toward the incorrect data point; a method to avoid 
this will be discussed later, in which, the model can detect outlying data points directly. 

One method used in this project was to find residuals for both model and test sets that exceed two standard 
deviations of the mean of the modulus of residuals. With large data sets, this can be limited to the top x 
number of points. These points are checked for validity by an expert, namely a metallurgist. As shown in 
Figure 2, the approach can be used in an iterative manner. Points found not to be faulty, but which have 
high residuals indicate poor areas of the model where additional data may be actively introduced. 

Examine 
High 

Residuals 

Remove 
Faulty 

Data Points 

Fig2. The iterative approach of learned outlier detection. 
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Multivariable Detection 
Both Principal Component Analysis (PCA) and Partial Least Squares (PLS) methods have been used for 
outlier detection [6, 7. PCA is a method where data with a large number of correlated variables is reduced 
to a smaller number of principal components, allowing the underlying process to be described. Outlier 
location is performed on a basis similar to that used for the more-common fault detection [8,9]. Data in 
certain areas of the input space is clustered when represented in 2 or 3 dimensions, for the first two or three 
principal components. By investigating points at the edges of these clusters, outliers can be found. 

Data Point Correction 
When a data point is found to be incorrect, there are several options. First, the data point can be deleted 
from the set. This is acceptable if other similar examples are available and only a minor effect in the data 
numbers results. If data are in short supply for that area of the input space, a replacement may be necessary, 
treating the corrupted value as a missing value. The ideal replacement is that provided by an expert. This 
can sometimes be achieved if a "partial" expert has access to data from the original time of manufacture. 

Rule-based correction can be possible when there are large numbers of outliers to be corrected. This is 
usually based upon the method of detection, for example when a 'sames' check has been conducted, a 
specific set of procedures can be employed based on the expert's knowledge for correcting the data points. 

If a faulty data point is treated as a missing value and a replacement is required without expert knowledge, 
there are a number of options. First, the points must be missing at random, i.e., the outliers must occur at 
random. Missing values can then be found by interpolation. This assumes that the data is uniformly 
distributed. Linear or more advanced regression can be used, however this is only done with less than 3 
consecutive missing points. In the situation in this work, the missing values may be in the input or output 
space, depending on where the faulty point is, and these techniques can be applied to either case. 

PCA and PLS techniques can also be used to treat missing values as stated in Qin et al., 1993 [5], since 
these techniques basically allow blanks in the data. Therefore, PCA can be applied to the training data with 
some missing values, then a neural model based on principle components can be constructed. A further 
approach is to estimate the missing value for an n-dimensional input vector, from knowledge of the other n- 
1 input variables. The nearest neighbour within the training data set can be identified and the value for the 
nearest neighbour can be substituted as the missing value. Finally, auto-associative neural networks [10] can 
be used to fill in the missing value, although this will require a high level of redundancy within the neural 
network. Sharpe and Solly [11] provide additional information to predict missing data with neural networks. 

Outlier Resistant Methods of Training 
A further option when dealing with data containing faulty points is to use a network that is resistant to 
outliers. The sum of squares error function receives the largest contributions from points that have the 
largest errors. Commonly, outliers have large errors since they are at the extremes of a distribution. Qin [5] 
mentions the use of a training error to treat large and small errors linearly. 

When deciding upon the type of network to use for a model, it is important to consider 'same' outliers. 
When training a network with ambiguous output values for a fixed input vector, an RBF will not converge if 
the minimum error function decided upon is greater than the variation of the ambiguity. A MLP however 
will effectively tend towards the average value available. 

CASE STUDY 
The process for the model is constructed is described in the background section. The database used to 
construct the model was collected from five heat treatment sites and a lab testing facility. 

Data Collected 
The data collected contains information not only about steel composition, size and heat treatment regime, 
but also data about how it was tested, which batch the steels were treated in, which cast the particular batch 
stemmed from and whether the required specification set was met. The cleaned data consists of 5711 data 
points. 194 faulty data points had been identified in the original data. 
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Table 1. Statistics of cleaned data used in the final model 

Variable Name Type Min. Max. Mean Std. 
Dev. 

Test Depth Input 4 140 16.08 9.35 
Bar Size Input 8 381 156.4 83.95 

Treatment Site Input Binary codes represent 6 locations 
C Input 0.12 0.63 0.39 0.06 
Si Input 0.11 1.87 0.26 0.04 

Mn Input 0.35 1.75 0.76 0.22 
Cr Input 0.05 3.46 1.04 0.45 
Mo Input 0.01 1.0 0.26 0.14 
Ni Input 0.02 4.21 0.79 0.86 
Al Input 0.005 1.08 0.04 0.09 
V Input 0.001 0.27 0.008 0.023 

Temperature at Hardening Stage Input 820 980 856.9 16.9 
Type of Quench at Hardening Stage Input Binary codes represent 3 

quenches; oil water or air. 

Temperature at Tempering Stage Input 20 730 604.9 70.7 
Ultimate Tensile Strength Output 516.2 1841 929.1 156.1 

Site code and type of quench at the hardening stage are dummy variables which relate to the six locations or 
the three quench types respectively in gray code binary format. A test reference code, heat treatment batch 
number, pass/fail statistic, composition code and cast number are used in the outlier detection process. 

Data Cleaning 
The data cleaning process was followed as described previously, with the following features specific to the 
process. When structured checking was performed, similar batches were separated into groups of zero 
differences (duplicate entries), small differences (below a specified process variation of 40 N/mnf), and 
large differences (in excess of 40 N/mm2). For the small difference and zero difference groups, a median 
value for all batches within the same analysis with the same heat treatment batch number was used. This 
prevents the prior probabilities of the data being biased towards the frequency of measurements made on the 
same batch of steel. Batches with different heat treatment numbers were retained. When dealing with the 
large difference group, each group of similar batches was investigated separately, as it was expected that 
either a process or transcription error may have occurred. An automatic rule-based method was devised 
using expert knowledge to deal with a range of situations where outliers could occur; any remaining points 
were referred to the expert for correction or deletion. 

Experiment 
In order to show the effectiveness of the data cleaning process, the following experiment was devised, thus 
demonstrating a predictive model's generalisation on an unseen test set both before and after cleaning. 

When training and evaluating neural network performance, data are partitioned into equal training, 
validation and test sets [12]. The validation set is used to prevent over-fitting of the training data, by 
stopping further training when the validation set error starts to rise. Having performed the data cleaning, a 
test set was randomly selected from the data that had not been deleted by the cleaning process. These points 
were removed from the cleaned and uncleaned data sets, the cleaned test set was reserved for testing. The 
remaining data in the cleaned and uncleaned sets formed the training and validation sets. Due to deletions in 
the cleaned data, points were randomly deleted from the uncleaned set to make the number of data points 
equal so as not to bias the standard deviation calculation used in the results. The training and validation sets 
were constructed five times to show the effect of certain data points falling either in the training or 
validation sets. Training was performed with a MLP containing 6 hidden layer neurons, using back error 
propagation with gradient descent and momentum. The weights were initialised randomly each time the 
network was trained. 
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The five models resulting from the cleaned and uncleaned data were then used to predict ultimate tensile 
strength values on the unseen test set. With a relatively low proportion of faulty points in the original data, it 
can be seen from the results in Fig. 3 and Fig. 4, that the cleaned data have a lower standard deviation of 
residuals for both the training and test sets. Additionally, it can be seen that the predictive accuracy of the 
cleaned data is more stable when the random ordering of the training and validation sets is changed. 
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CONCLUSION 
A variety of data cleaning methods have been presented, which can be applied at the pre-processing and 
training stages of an empirical model development. The importance of process familiarisation together with 
expert knowledge has been demonstrated when applying these methodologies to a predictive model for a 
heat treatment process. Further results will be given at the conference relating to prediction accuracy and 
generalisation for a range of materials properties. The authors acknowledge funding support from the 
Materials Forum of companies based within the Sheffield area of the U.K. 
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ABSTRACT 
Through the dynamification of testing intervals the flexibility level of confirmation systems for measuring 
equipment can be increased considerably. Since confirmation of inspection, measuring and testing 
equipment is a significant part of quality management and an essential requirement for the entire 
production process -especially with the increasing demands of micro- and nanotechnology-- it is 
absolutely necessary to increase the efficiency of confirmation systems. Through a special method 
developed for this purpose, the flexibility level and efficiency of confirmation systems can be achieved and 
the expenses can be substantially reduced by the use of fuzzy logic for dynamification of testing intervals. 

INTRODUCTION 
The permanent increasing of quality standards, world wide competition, as well as the legislation of 
regulation of the product responsibility, require not only a proper documentation of the measurement data 
of the production, but also the continuous supervision of measuring and test equipment. Especially in 
modern computer-integrated production, testing devices are often connected directly with the 
manufacturing process. This causes direct or indirect influences on the quality level, therefore the 
confirmation and management of measuring and test equipment is becoming a significant part of the quality 
management for the entire production [1,2]. 

The confirmation of measuring equipment is an essential quality requirement for modern production 
especially at the higher demands of micro and nanotechnology. The efficiency of the confirmation can be 
increased and expenses can be reduced substantially through computer assistance with flexible testing 
intervals. For this purpose a special method has been developed at the Department for Interchangeable 
Manufacturing and Industrial Metrology, with which an increase of the flexibility level and efficiency of a 
system for the intelligent management and confirmation of inspection, measuring and test equipment can be 
achieved. 

CONFIRMATION AND MANAGEMENT OF MEASURING INSTRUMENTS 
Measuring and test equipment connected with the production flow, are subject to a relatively high wear 
through constant use. Therefore a universal function capability for the entire production flow is absolutely 
necessary. This confirms the necessity of regular examination and documentation of these measuring 
devices. But it is possible that unused measuring and test equipment lose their fitness for use through 
physical or chemical influences. Also new measuring and test equipment may have errors and they are 
subject to wear at later stages of use. The management of measuring and test equipment should ensure that 
the used measuring equipment function at all times. Furthermore the operational precision of the used 
measuring and test equipment or their maintenance and repair should be ensured by management of 
measuring equipment [3]. Certain systems of confirmation of measuring equipment are already employed 
as criterion for order replacement. Many enterprises, especially automobile production, electronic and steel 
industries, demand confirmation and management system of measuring equipment from their suppliers [4]. 

The system of management of measuring equipment requires the labeling of the measuring equipment, so 
that a clear identification can be guaranteed. In computer aided control and checking of measuring 
equipment basic data are provided to each measuring device, composed essentially of: 

• identification data (group number, designation, producer, location of usage), 
• descriptive data (unit of measurement, range of measurement, resolution), 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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• location of use, location of deposit, date of the lending / return, user, 
• status data (status of testing equipment), 
• test monitoring (test standard, last / neighbour test, testing interval, testing factor) and 
• informative data (temperature range, accessory, maintenance costs, purchase date and price). 

Measuring equipment management systems also can assist in the lending of the measuring equipment from 
the store. Furthermore each measuring equipment will be marked according to its whereabouts such as: 

• blocked, 
• in operation, 
• in the store, 
• under repair, 
• scrap, 
• not traceable. 

As a first step, checking plans for groups of measuring instruments shall be prepared. These can be 
associated with the basic data of the individual measuring equipment. Checking plans for certain groups of 
measuring equipment should be stored under the respective group number, so that they can apply to all 
measuring equipment of this group. 

The intelligent confirmation and management of measuring equipment provide a specific record of 
checking results to each measuring device. For each measuring equipment recorded in the data base control 
charts displaying the results and the judgement of the finally accomplished test shall be laid out.. At 
variable features values appear in their nominal value with relevant specification of tolerance. The actual 
deviations are to be entered with a corresponding sign. A more automatic variance comparison produces a 
finding in the form "ok" or "n.ok". The automatically prepared finding should be changeable by the user. At 
attributive features only an entry of the form "ok" or "n.ok" appears. 

The evaluation function of the system should give an overview of the individual history of the measuring 
equipment. This allows the observation and analysis of the development of a measuring device according to 
its characteristics. The results of the last test as well as the entered deviations should be indicated. At 
variable features the measuring behavior can be presented additionally in the form of a graph. 

DETERMINING OF FLEXIBLE TESTING INTERVALS WITH COMPUTER- 
ASSISTANCE 
A very sensitive criterion for the continuous monitoring of the measuring instruments is the checking 
interval. Checking interval is the distance between two tests following each other. It is also important to 
determine the confirmation intervals of measuring equipment, because all relevant influence quantities, e.g. 
intended use or claim, should be taken into account. In general the checking intervals can be determined as 
time interval, as limit of the number of the uses or as combination of both. All measuring and test 
equipment according to the scope are to be examined in determined distances. The examinations are to be 
determined in virtue of type, stability, intended purpose and utilization frequency of the measuring and test 
equipment. 

On the basis of results of preceding calibrations the intervals are to be shortened or lengthened to secure the 
continuous precision. To get an adequately small uncertainty of measurement, the confirmation intervals 
should be chosen as short as possible but, on the other hand, this will lend itself to a high rate of equipment 
utilization. The system must ensure, that the measuring and test equipment will be calibrated according to 
the determined timetable. If the checking interval is exceeded, the measuring equipment has to be marked 
and blocked for further application. 

If instruments are used without any practical experience the interval can be determined only approximately. 
In that case the experiences of the similar instruments as well as the different factors appearing at the 
measurement elements should be considered. In case of doubt, the interval is to be set shorter than 
anticipated and to be corrected in the next examination if necessary [5]. 
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"Optimal Interval" is one where the total costs are a minimum. If the interval is chosen too small, the 
checking costs go up, because there is more checking in the equal period than necessary. If the interval is 
chosen too large, there rises the probability to find the measuring and test equipment as "inadmissible" at 
the next checking. This means, that longer time would be used with an inadmissible measuring equipment 
and thus the quality of the delivered products would be low. Poor quality always implies an increase of 
costs. 

The size of the optimal interval depends on a number of different elements: frequency of utilization, mode 
of using, behavior of abrasion, consequences at lapses, permissible tolerance range, number of the users, 
status in the calibration chain, etc. Since these elements are not temporal constant, the optimal interval can 
not be a constant size. 

DYNAMIFICATION OF THE INTERVAL BY USING FUZZY LOGIC 
Through the dynamification of the checking interval it is possible to increase the level of flexibility of the 
measuring equipment management system. Refraining from fixed checking intervals naturally means an 
increased expense for fixing the intervals. However the dynamification allows to optimize the measuring 
expenditure and to increase the reliability of the measuring and test equipment. The construction of the 
fuzzy system for the evaluation of a measuring instrument is shown in Figure 1. 

Price 

Service 

Expenditure 

Reliability 

Utilization 

Subjective impression 

Capability 

Fig. 1. Fuzzy system construction for measuring instrument evaluation. 

For this purpose there is a method for the determination of the testing interval based on expert knowledge, 
which has been developed at the Department for Interchangeable Manufacturing and Industrial Metrology. 
This method makes the estimate and the insertion of the experiences unnecessary, since all "estimate"- 
processes are accomplished using computer aid and practical knowledge (experience from earlier tests, 
experiences from the testing, etc.) is implemented in mathematical algorithms. This method is based on 
demand of the environmental conditions of the past as well as of the expected future. This happens 
exclusively through the application of fuzzy logic, a polyvalent logic, which operates mainly with linguistic 
variables [6]. 

Central characteristic within the computer aided interval dynamification is the so-called test-characteristic. 
This characteristic describes the condition of the testing equipment at time of testing. The test-characteristic 
is a result of the considered testing. The range of results of the test-characteristic is the interval in number 
between 0 (inadmissible condition of measuring device) and 1 (optimum condition). 



930 

Test 
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Trend INT-1 ^ 

using mode  -^ 

Fig. 2. Substitute model. 

The sizes necessary for the dynamification of the interval are shown in Figure 2. Therein one recognizes, 
that beside the test-characteristic two further input sizes: the trend which is determined again by the test- 
characteristic, and the mode of use. This trend indicates the temporal course of the test-characteristic-curve. 
The trend will be at constant environmental conditions a linear slope. The mode of use implies the behavior 
of abrasion, frequency of utilization, pollution degree, operation temperature, the storage at not on the 
operation etc. This becomes thereby exclusively the expected mode of using until the next checking. 

Since there are more then two input sizes, reference shall be made to a substitute model (Figure 2), which 
consists of two subsystems with only two input sizes. The testing interval is given as an output size in the 
range of 3 and 24, which indicates the number of months. For establishing the fuzzy sets INT-1 and INT-2 
the five linguistic terms are divided up according to the standard form. In the fuzzy set of testing interval, 
the INT-1 and INT-2 are other combined with each other to produce the optimal interval (Figure 3). 
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Fig. 3. Fuzzy sets of the testing intervals. 

24 

The control basis is created by an iterative method. Figure 4 shows the control basis. All sizes are in 
complex interaction with each other. The method of fuzzy logic provides for a reproducible system to find 
the optimal interval. Requirement is that the internal fuzzy algorithms are formed in virtue of reliable 
expert knowledge. 

DISCUSSION AND CONCLUDING REMARKS 
The confirmation and management system of measuring equipment should ensure that the measuring 
instruments function at all times. Through computer aided systems the expense of documentation because 
of the multitude of use of measuring equipment, as well as the expenses concerning the establishment of 
the checking plans are lowered. These systems should provide for complete and orderly checking and for 
the traceability of measuring and calibration results. 

By means of fuzzy logic it is possible to create a system which allows the quantitative evaluation of the 
quality of measuring equipment. Because of many relevant influence quantities, this system can be used for 
optimizing the confirmation intervals. Further, through the use of this systems within the management of 
manufacturing equipment the checking expense climbs only conditionally, while the profit gains increase in 
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greater proportions and the estimate of the testing intervals based on subjective impressions are objectified 
and made reproducible. The economic benefits and the quality of the confirmation of measuring and test 
equipment will increase substantially. 
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ABSTRACT 
On-line nuclear meters have been in use in the coal industry for many years. They have been utilized for 
coal quality monitoring, in control systems for coal blending or for treating coal in the heavy media 
separation process. Their operation is based on the scattering or absorption of incident gamma radiation, 
and the derived density or ash value is the result of a time-averaged measurement. In this paper, dynamic 
models of ash monitors have been presented and discussed. The analysis of monitors with constant time of 
measurement shows that it is possible to determine optimal time for which the dynamic error is the smallest. 
The analysis also shows that the best results are given by the monitors in which the time of measurement is 
variable and adapts to changes of the input signal. An example of a coal blending control system which 
stabilizes coal quality of the blend has been analyzed. The simulation of the system operation has been 
performed with the use of the Matlab (Simulink) program package. 

INTRODUCTION 
On-line nuclear meters such as heavy media and coal slurry densitometers or ash content in coals monitors 
have been in use in the coal industry for many years. They have been utilized for coal quality monitoring, in 
the control systems for coal blending, or for separating coals in the heavy media separation process. Their 
operation is based on the scattering or the absorption of incident gamma radiation, and the derived density 
or ash value is the result of a time-averaged measurement over a period of tens of seconds or even a few 
minutes. Such monitors cannot produce an exact dynamic record of the rapid variations in the parameter to 
be measured. 
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Fig.l. Diagram of on-line ash monitor 

A general scheme of an on-line ash monitor is shown in the Figure 1. The electronic circuit with an analog 
integrator with the time constant T; for a series of pulses from a detector is shown in the part (A) of the 
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Figure the part (B). At present in the majority of monitors a digital counter is used. The output signal from 
the detector (scintillation counter) is always a stochastic signal, regardless of the character of the input 
signal (e.i. ash content) modulating the intensity of the detected radiation beam. The longer the averaging 
time the higher the statistical (static) accuracy of the monitor. At the same time, if the input signal varies, 
the dynamic error of the measurement is higher. This suggests that for a given shape of the input signal and 
a given structure of the monitor circuit, one can find an optimal averaging time of input pulses which gives 
the minimum dynamic error according to the accepted criteria. Furthermore, this leads to the application of 
a circuit with an adapting time constant. If the input signal is, for example, a step function and the ash 
monitor is to reproduce this change, the time constant should be small at the beginning of the measurement 
to speed-up the reaction of the meter and then it should become greater to read-out accurately the new value 
of the ash content. 

A concept of an ash monitor with a time constant (or a time of measurement) adapting to variations of an 
input signal (ash content) has been analyzed. Such a system allows to speed-up the reaction of the 
instrument to rapid variations of ash content and at the same time to achieve better statistical accuracy for a 
longer period of time. This is particularly important in closed loop control systems or in splitting of a coal 
stream to different products. 

DYNAMIC PROPERTIES OF ON-LINE ASH MONITOR 
A detailed description of the operation of the ash monitor can be found in [3,5,6]. Let us assume that one 
wishes to measure accurately a step change of ash content A(t) controlled by the monitor with the digital 
counter of pulses shown in the Figure 2b. That means that the shape of the output signal u(t) should closely 
resemble the input step function so as to minimize the distance between A(t) and the output signal u(t). 

(a) 

s(t) A(t)=ko*n(t) u(t) u 
GSDP 

n(t) 

(b) 

reset counter 

time of measurement 

nAr-^-1- 

T= ( Tl. T2     ) 

reset ua(t)        A, 
counter   ~* ^     * 

j[ Aud(t) 
4U,(I) 

Aua(t) = ua(rT)-ud([r-1]T) 

Fig.2. Model of ash monitor with reset counter. 

For small changes in ash content A(t), let us assume a linear relation with mean intensity n(t) of pulses s(t): 

n(t) = no + An(t) = Ju*(Ao + AA(t)) = Ju* A(t) 1 • 

The stochastic signal u(t) can be calculated from the equation: 
k=l 

u(rT) = ^Nk 2. 
4=1 

where Nk is the number of pulses which appear in the interval of time tk=(r-l)T - rT . 
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Mean value Mu(rT) and variance Du(rT) of output signal u(t) from the digital counter in Figure lb can be 
calculated [5] from the equations (in time intervals tjc=(r-1 )T - rT): 

rT 

Mu(rT)=   jn(t)dt 3- 
(r-l)F 

rT 

Du{rT)=   jn(t)dt 4. 

(r-\)T 

The distance between the input signal A(t) and the output signal u(t)  is often defined    [5] as the mean- 
square relation: 

To 

L = j([kd*A(t)-M«(t)f+Du(t))dt 5- 

Equation 5 can give analytical solution for optimal parameters of the monitor basicaly for linear systems 
with constant parameters [5,6]. For nonlinear adaptive circuits the computer simulation analysis can be used 
for optimization of the monitor operation. 
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The simplified model of an on-line ash monitor with a reset counter is shown in Figure 2 in which the signal 
u(t) is the number of pulses s(t) which appeared during the intervals (r-l)T - rT and GPDN is a Generator of 
Pisson Discrete Noise with the controlled mean intensity of pulses n(t). The model of the monitor with reset 
counter of pulses and a constant time of measurement is shown in Figure 2a. This model can be modified to 
the circuit with a variable time of measurement adapting to changes of the input signal n(t) shown in the 
Figure 2b. Changes of ash content with time Ud(t) and their speed (derivative) Aud(t) are detected in the 
additional reset counter with a short time of the measurement Td. The time of the measurement T of the 
basic counter adjusts to the value of Aud(t). In the simplest case T can have two values, it can be short (T) 
for high values of Aud(t) and long (T2) for low values of Aud(t) (for instance T=Tl=5s, T=T2=30s) as it is 
shown in the Figure 2. The response of the ash monitor to step changes of ash content in coal has been 
simulated with the use of MATLAB Simulink software package and has been shown in Figures 3,4,5. The 
dynamic error of the measurement or the distance between input and output signals has been calculated in 
this case from the equation: 

To 

Lu = j[kj*A(t)-u(rT)fdt 

The error L„ shown in Figure 6 depends on the time of measurement T; it is high for both short and long 
time of measurement and is the smallest for the optimal value of T. The ash monitor with the time of 
measurement T adapting to changes of ash content gives a better response and a smaller dynamic error 1^ in 
comparison with the conventional type of monitor. 

CONTROL SYSTEM 
An example of a coal blending control system with an on-line radiometric ash monitor is shown in Figure 
7. The blend is produced from a concentrate and raw coal. Proportion of tonnages of these components is 
set by the controller on the basis of indications of belt weighers and the desired value of ash content in the 
blend. The proportion of tonnages is continuously corrected by the controller according to the periodical 
measurements of the ash monitor. A simplified scheme of the control system is shown in Figure 8. The 
operation of the control system has been simulated with the use of Matlab Simulink software package. 

concentrate raw coal 

Fig.7. Coal blending control system. 

Response of the control system to a step change of the ash content desired value Ades is shown in Figures 9 
and 10. The change of the ash content in the blend in the Figure 10 corresponds to the ash monitor with 
constant time of measurement, whereas Figure 9 shows the response of the system with the ash monitor 
having the variable (adapting) time of measurement (T=Tj or T=T2 for big or small error of the control 
e(t)=Ades-A(t)). The application of the adaptive ash monitor gives better results of the control than the 
system with the constant time of measurement T. 
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CONCLUSIONS 
One can consider the electronic circuit of an on-line ash monitor to be a generator of Poisson discrete noise 
with the mean intensity of pulses controlled by the measured signal (ash content). The analysis of the 
circuit dynamics shows that it is possible to determine an optimal measurement time, which gives minimum 
dynamic error of the measurement. 

Dynamic properties of an on-line ash monitor can be upgraded in circuits in which the time of measurement 
adapts to changes of the input signal. In the case of an ash monitor used for monitoring, the time of 
measurement should adapt to the differencial input signal and in the case of a closed loop system, the time 
of measurement should generally adapt to the magnitude of the error of the control. 
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ABSTRACT 
Particle grinding is a key final stage in the comminution process used to liberate minerals from gangue in 
mineral processing plants. Semi-autogenous grinding (SAG) occurs in tumbling mills which use both large 
ore particles and steel balls as grinding media. Grinding is the most energy intensive of the mineral 
processing unit operations and hence the optimisation of the process in terms of throughput rate, mill power 
consumption, product particle size distribution and mill liner wear is of considerable interest to industry. 

Surface vibration (commonly termed acoustic emissions) monitoring is widely used as a non-invasive, low 
cost means of monitoring normally inaccessible attributes of processes or equipment operation. The current 
investigation monitors vibrations in an operational SAG mill by an accelerometer attached to the outside of 
the rotating shell. Attempts are made to interpret the vibrations recorded in terms of the internal state of the 
SAG mill for a conditional experimental program over a wide range of mill operating conditions. 

Results of this study support the view that higher feed rate dynamic steady states correspond to an 
increased charge mass, with enhanced cushioning of grinding media impacts on the liner due to an increase 
in the intervening charge volume. An increase in mill rotation speed results in grinding media being lifted 
higher and more often directly impacting on the shell liner, thus increasing acoustic emissions. Increased 
pulp density aids in damping collisions that generate acoustic emissions by increasing the resistance to 
transport of grinding media through the charge. Addition of grinding balls results in more high energy 
impact events between balls and liner. 

The relationships shown in the paper indicate promise for acoustic emissions measurement to be used as 
part of a system for both process control and condition monitoring of SAG mills. 

INTRODUCTION 
The final stages of comminution (size reduction) of ore in mineral processing plants for the liberation of 
valuable minerals from gangue (non-valuable rock) is usually achieved by grinding in tumbling mills. 
These are rotating drums that contain a charge of loosely packed grinding media (rods, balls or large rocks), 
occupying less than half the internal volume of the mill, which aid in comminution of particles in a slurry 
of ore and water. Ore particles are typically reduced in size from about 5-250 mm to 10-300 |jm by shatter, 
cleavage and abrasion events involving cataracting or cascading grinding media and in some instances, 
contact with the liner and/or charge lifter bars on the inside of the mill shell. Large (up to order ten meters 
in diameter by five meters in length) SAG (semi-autogenous grinding) mills are favoured in the mineral 
processing industry for primary grinding of large tonnages (order 100-1000 tonnes per hour feed rate) of 
many ores [1,2]. Conventional grinding mills typically contain a steel charge of about 35-40 vol.% while 
SAG mills require a steel charge of only 6-18 vol.%. 

Acoustic emissions or surface vibration technologies have been used in various forms to investigate and 
control the performance of autogenous grinding (AG) mills, ball mills and cyclone classifiers. Control of 
power draft and mill load in AG and SAG mills has traditionally been by load cells estimating the charge 
mass. However, acoustic emissions registered by external dual microphone systems have been used to 
monitor the changing level of impact of rotating charge on an AG mill shell and hence as an input for mill 
control [3]. The same study found that acoustic emissions are indicators of pulp density and viscosity [3]. 
Estimation of effective pulp density and viscosity by the magnitude of acoustic emissions has also been 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 



940 

achieved for laboratory batch ball mills [4]. Mill acoustic emissions have also been shown to indicate 
charge size distribution, ore breakage rates, and ore character in batch ball mills [5,6]. 

Acoustic emissions monitoring has been used to analyse the performance of a hydrocyclone mineral 
classification device [7]. Results of this study indicated that acoustic emission frequency domain spectral 
features in frequencies up to -50 HZ are sensitive to operating conditions. Relationships were derived 
between the operating parameters of the cyclone and the spectral and statistical characteristics of the 
acoustic emissions. Surface vibration monitoring has also been used to study the feed distribution 
characteristics of parallel Dense Medium (DM) cyclone classification devices in a coal preparation plant 
[8]. The method is based on the concept that accelerometer sensor monitoring of vibrations at various 
points on the external surface of a cyclone can yield the frequency and strength of particle impacts on the 
inside of the hydrocyclone wall. Differences in internal operating characteristics of DM cyclones were 
detected by surface vibrations as a function of feed conditions and sensor position. 

The operation of a SAG mill results in the generation of high frequency surface waves on the outside of the 
rotating shell due to collision events within the mill. Monitoring of surface vibration waves with an 
accelerometer attached to the mill shell therefore provides information on events inside the mill, 
particularly impacts of grinding media on the liner. However, measurements of surface vibrations on the 
outside of the shell do not simply reflect local impact events on the inside of the liner. All of the 
components of the mill behave to some extent as elastic media, permitting the propagation of waves 
generated by collision events within the mill,' flexing' of the mill shell during rotation and external sources 
such as the drive motor and girth gear. An accelerometer mounted on the outside of the shell registers 
normal acceleration due to waves transversely propagating around the shell. These waves are damped in 
accordance with the properties of the elastic media between the point of wave registration and the origin of 
the causative event. Hence vibrational events as measured by an accelerometer can be expected to be due 
to causative events over a limited range of locations within the mill and associated assembly. However, for 
the preliminary analysis reported in this paper it is assumed that the vibrations are locally generated by 
collision events inside the mill, adjacent to the accelerometer. 

A non-intrusive means of quantifying the spatial position and intensity of the various types of grinding 
behaviour in SAG mills would be very useful for process monitoring and control. SAG mill operators are 
particularly keen to utilise a technique that provides a reliable measure of mill load as part of mill control 
strategy. Monitoring of the frequency and energy of grinding media direct impacts on the shell above the 
charge region would also be very useful for control of SAG mill liner wear. 

APPARATUS 
The surface vibration monitoring apparatus to be mounted on the mill shell consists of an accelerometer 
connected to a charge amplifier. The output from the charge amplifier is connected to a microphone 
beltpack transmitter powered by a rechargeable battery connected to two solar panels mounted on opposite 
sides of the mill. Transmitted data is received using a microphone wireless receiver with two modified 
extended antennae. Receiver output is connected to a terminal block which is linked to a laptop computer 
by a fast data acquisition card. 

A magnetic proximity pad was mounted on the mill at the 3 o'clock position looking from the discharge 
end. The detector/switch was mounted off the mill and connected to the terminal block mentioned above. 
The switching signal from the proximity detector is used as a trigger for logging of the accelerometer 
signal. 

The data acquisition software (written in LabView) can be triggered manually or digitally. Triggering 
occurs when the magnetic pad and detector/switch comes in close proximity as the mill rotates. Data 
acquisition then begins with the data being read into a rolling buffer at a rate adjustable up to 100k 
samples/s. Unprocessed raw data was saved in binary format for further data processing analysis. 
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EXPERIMENTAL DESIGN 
A series of surface vibrations monitoring runs based on conditional experimental design were conducted on 
the SAG mill at the Red Dome gold mine in Australia. A total of 23 test runs were conducted to investigate 
how surface vibration features changed with one manipulated operating variable at a time at dynamic 
steady state (steady power draw) conditions. The manipulated operating variables were tonnage feed rate, 
mill speed, mill discharge density and ball addition. In addition to acquiring surface vibration information, 
both control system data and physical plant measurements were taken at each set of conditions to confirm 
test run validity. Data referred to in this paper were acquired with the acquisition speed set at 5 x 104 scans/s 
for a duration of lxlO6scans. The tonnage feed rate was 170-200 tph (mill speed - 11.8 rpm, no ball 
addition, pulp density - 72% solids w/w). The mill rotation speed range was 12.3-13.8 rpm (tonnage - 210 
tph, no ball addition, pulp density - 72% solids w/w). A number of tests were conducted at intermediate 
conditions for the tonnage and speed. Experiments were also performed with grinding ball addition and 
pulp density. 

SIGNAL PROCESSING TECHNIQUES 
The goal of the data analysis techniques is to derive quantitative measures and qualitative visualisations 
based on the response of the accelerometer to shell vibrations that can be correlated with SAG mill 
operating conditions. Vibration measurements may then be used for process condition monitoring and as an 
input to unit control. The measures may also be useful for inference of the rate of liner wear as a function 
of operating conditions in with the SAG mill. 

Surface vibrational waves as registered by an accelerometer are characterised by a wide variety of 
measures. The first step in data processing prior to deriving any of these measures is to truncate the data to 
an integral number of mill rotation periods. This is done in order to ensure that there is no bias in the data 
due to the sensor detecting changes in mill conditions as a function of rotational position of the outer shell. 

The concept of a shell surface vibration event is important in the data processing. Such an event is defined 
as a positive deviation from nil accelerometer response. The amplitude is taken as the peak accelerometer 
response associated with a positive acceleration. This is in accordance with a propagating surface wave 
inducing a positive acceleration in an accelerometer corresponding to a normal stress outwards from the 
shell. It is hypothesised that collison events within the mill, particularly grinding media/liner events, will 
induce a strain that will propagate as a wave to the outside of the shell and be initially sensed as a positive 
acceleration. A wave train due to a collisional event should be composed of an initial relatively large, 
positive acceleration followed by negative and positive oscillations of rapidly decreasing amplitude. It is 
expected that the accelerometer will detect only the first few oscillations of any wave train associated with 
a particular collisional event. Negative accelerations are interpreted as part of a wave train belonging to a 
previous positive acceleration and are hence discarded in terms of registering distinct events. Subsequent 
positive oscillations in a wave train are expected to be highly damped due to the low elasticity and high 
damping properties of the liner and the outer shell. Hence it is reasonable that each sequence of positive 
acceleration defines a vibrational event caused by a particular media/media or media/liner collision within 
the mill. 

The surface vibration measures related to the sampled signal that are used to characterise surface 
vibrational waves are as follows. Mean, standard deviation, Power Spectral Density (PSD) plots, amplitude 
histograms and the ratio of numbers of large to small amplitude samples. Power spectral density derived 
from the amplitude versus time accelerometer response. The power of the sampled signal as derived from 
the power spectral density, in the frequency bands of particular interest (0-100 Hz, 100-300 Hz and 500- 
700 Hz) and the total power of the sampled signal. The power spectral density is calculated by Welch's 
method for average periodograms of overlapped, windowed signal sections, based on a discrete-time 
Fourier transform of the samples of the process using a Fast Fourier Transform (FFT) algorithm [9]. 

The surface vibration measures which are specifically related to surface vibrational events are as follows. 
Mean and standard deviation of the amplitude and mill rotation phase of surface vibrational events; Mean 
and standard deviation of the phase angle weighted by the amplitude of surface vibrational events; 
Hograms of surface vibrational event magnitude. Total number of events and the ratio of large to small 
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amplitude events. Contour plots of vibrational event numbers as a function of SAG mill phase angle and 
event amplitude. Event amplitude and phase angle (at the maximum positive excursion of the 
accelerometer response for the event). 

All the above measures are derived for the total and each revolution of a continuous monitoring period. The 
signal analysis software has been implemented in the MATLAB programming environment. 

RESULTS 
A typical accelerometer response trace as a function of time for a rotating SAG mill is shown below (Fig. 
1). In this case four full mill revolutions of data were recorded. There is clear evidence of periodicity in the 
amplitude of events registered by a single accelerometer as a function of mill rotation angle. 

Time (Seconds) 

Fig. 1. Accelerometer response on a rotating SAG mill as a function of time. 

A contour plot of vibrational event numbers as a function of SAG mill rotation phase angle and event 
magnitude allows vibration events to be identified with particular locations in the rotation cycle of the mill. 
In this manner differences may be identified in SAG mill operation both between rotation periods and with 
changes in mill operating conditions. The position of the average or event amplitude weighted average 
phase angle of acoustic events is a qunatitative measure in this regard. 

Figure 2 shows a vibrational event polar contour plot for an 'average' mill revolution, based on the same 
data set as the Fig. 1 accelerometer response. There is clear evidence of the expected localisation of large 
events in regions where the charge is thought to be in contact with the liner. Hence it is inferred that there is 
strong damping of vibrational waves as they propagate around the shell. Conversely, Fig. 2 also shows that 
there is a registration of lower strength vibrational events in regions where the charge and grinding media 
are not expected to be in contact with the shell liner. These lower amplitude signals are most likely due to 
surface vibrational waves propagating around the shell from other regions. However, it seems likely that 
very high energy events registered by an accelerometer on the outside of the mill shell at a particular phase 
angle do reflect collisions in the adjacent region of the inner liner. The identification of the boundaries of 
contact of the SAG mill charge with the liner is potentially important as they may be used to deduce the 
volume of the charge and investigate lifter bar design efficiency. The ability to discriminate large energy 
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impacts above the 'toe' of the charge (position where cataracting media impact on the charge) could be used 
to infer the liner wear rate. 
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Fig. 2. Polar contour plot of the natural logarithm of the number of vibrational events 
(e05 number intervals) as a function of amplitude (volts) in the radial direction and mill rotation 

phase angle (degrees anti-clockwise from the 3 o'clock position) in the azimuthal direction. 
Contours of large numbers of events are at low amplitudes. Note that the mill is rotating clockwise. 

Figure 3 shows the amplitude weighted average acoustic event phase angle over a revolution as a function 
of revolution number. As expected from examining Fig. 2, the average event phase angle is in the quadrant 
associated with the 'toe' of the charge. There are clear differences between the average phase angle for the 
different operating conditions previously mentioned. The average position angle associated with low feed 
rate conditions is significantly less than the same measure for high feed rates. This is physically reasonable 
as one would expect the steady state volumetric loading to be less under low feed rate conditions. The 
average phase angle for a high rotation rate is clearly larger than the corresponding measure for a low 
rotation rate. Again, this is physically reasonable as one would expect a high rotation rate to result in more 
grinding media impacting higher up the liner wall at a higher rotation angle. Significant changes in average 
event phase angle occur with mill rotation number. This may be indicative of bulk "sloshing' of the charge 
on frequencies equal to or lower than the mill rotation frequency. 

Figure 4 shows PSD plots for extremes in the mill rotation and feed rate operation variables. Spectral 
features that are sensitive to mill operating conditions are apparent for frequencies < 100 Hz, around 100- 
200 Hz and near 600 Hz. Surface vibration power is higher at low tonnages for all frequencies shown. High 
mill speeds result in increased surface vibration power at low frequencies (<~100 Hz). The total power 
associated with the signal PSD is significantly higher for both the low tonnage (-40%) and high speed 
(-30%) operating conditions in comparison with values for the respective extremes in operating conditions. 
Sharper spikes in the power spectrum can be seen at frequencies below -500 Hz in the case of high mill 
rotation speed. All these features are well above the background noise level and are postulated to be related 
to features of the charge motion. 
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Low and high feed and rotation rates. 

In Fig. 4 the frequency range is restricted to a maximum of 1000 Hz, based on experience that -80% of the 
surface vibration signal power is within this range. However, PSD plots have also been obtained up to the 
Nyquist frequency (half the sampling rate) and show a prominent spectral feature at a relatively high 
frequency (-18000 Hz) that is also sensitive to mill operating conditions (particularly high rotation speed). 
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Histograms of the number of vibrational events as a function of the amplitude of the accelerometer 
response associated with the event are another way of demonstrating both the total number and distribution 
with amplitude of vibrational events as a function of mill operating conditions. In this manner operating 
conditions that lead to a relatively large number of very high amplitude vibrational events can be easily 
identified. Such cases may correspond to conditions of high liner wear. Conversely, concentration of events 
at a relatively low amplitude may indicate ineffective particle grinding within the SAG mill. For the 
extremes in operating variables mentioned, the number of acoustic events per unit time significantly 
increased with tonnage (-2425 - 2550 per second) and speed (-2350 - 3350 per second). However, the 
associated average amplitude of events decreased with increasing tonnage. Hence high tonnage conditions 
may imply more events per unit time but with less average energy per event. High speed conditions imply 
more events per unit time but in the conditions investigated, slightly less average energy per event. 

It was thought that the standard deviation of the sampled signal would be another useful measure of activity 
in the mill at a given set of conditions. Figure 5 shows a plot of sampled signal standard deviation and mill 
gross power for three different mill speed settings. 
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Fig. 5. SAG mill gross power as a function of the standard deviation of 
surface vibrations for three different mill speed settings. 

The mill gross power corresponds to the overall load level in the mill (and feed rate at steady state 
conditions) i.e., the higher the gross power, the higher the load level. Other manipulated variables, namely 
ball addition and pulp density, were held constant. At each speed, the relationship between standard 
deviation and gross power is reasonably fitted by a linear function with negative slope. An increase in the 
mill gross power (load level) leads to a decrease in the standard deviation of the signal. This result is 
consistent with experience where the mechanism at play is thought to be increased damping as a result of 
the higher load level in the mill. The fitted equation for each speed differs and is likely to be indicative of 
of a combination of other effects. Similar relationships are being developed for other surface vibration 
measures previously listed. The relationships shown in Fig. 5 mean that for a given speed, the measured 
standard deviation relates directly to gross power of the mill which itself is an indirect measure of the load 
level. The sampled signal standard deviation increases with mill rotation speed. Evidence has also been 
found for a decrease in surface vibration standard deviation with an increase in pulp density and an increase 
of the same with grinding ball addition. These results are to be expected in terms of the ability of the pulp 
to dampen collisions between the grinding media and the liner and the numbers of grinding media impacts. 
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CONCLUSION 
The operation of a SAG mill results in the generation of high frequency surface waves on the outside of the 
rotating shell due to collision events involving the charge of ore particles, grinding media and sometimes 
the mill liner. Acoustic emission (surface vibration) monitoring, using an accelerometer attached to the 
outside of the rotating shell, has been performed on an industrial SAG mill. Vibration data were collected 
for a wide range of mill operating conditions. Results for dynamic steady states were analysed by a variety 
of signal processing techniques and a number of characteristics of the signals were found to be sensitive to 
changes in mill operating conditions in a physically reasonable manner. 

Surface vibration analysis shows considerable promise as a non-invasive means of SAG mill process and 
condition monitoring. The technique may eventually be used as an input to control systems, an indicator of 
liner wear rate and lifter bar efficiency. Further work is proceeding on very low frequency monitoring, 
multiple accelerometer arrays to investigate signal localisation and coupling of results to SAG mill grinding 
models. Potential applications of the surface vibration technique extend well beyond SAG mills to other 
mineral processing equipment and in fact any machine that processes material and has a requirement for a 
better understanding of the mechanisms both from a processing and condition monitoring viewpoint. 
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ABSTRACT 
In this study we report on the use of novel and intelligent polymers in various applications in the areas of 
intelligent sensing and smart devices. We address the reproducibility and irreversibility issues in sensing 
technology by integrating with a computer and using micro-devices. Examples of a pH sensor, electronic 
tongue and a display device are demonstrated. 

INTRODUCTION 
The scope of chemical/electrochemical sensing and display technology has improved markedly in recent 
years, particularly with the advent of chemically-modified electrodes, polymeric display devices and 
electrochemical sensors [1-3]. However, their poor selectivity, repeatability and/or reusability have 
hindered the practical utilization of these sensors^devices. This is due in part to the tendency for all solid 
surfaces, including polymers, to undergo irreversible changes that can affect selectivity and reusability. 
Also of concern is a lack of compatibility between the dynamic nature of these surfaces and the usually 
adopted passive analytical approach. 

Owing to the instability of the sensor response quantification can often only be accomplished by use of 
either calibration curves or standard addition approach. While these approaches may yield useful 
quantitative data, they do not fully utilize the capability of the sensors. More significantly, the adoption of 
these quantitative approaches defeat some of the purposes of modern sensing technology in terms of speed, 
repeatability, reusability and ease of use. These problems require the adoption of novel strategy for the 
fabrication of sensors with artificial intelligence that will enable the identification, characterization and 
classification of the response pattern. Such pattern recognition approach, if feasible, will enable reliable 
determination of the concentrations of analytes and, thus, reduce the emphasis or concern on the variation 
of sensor response with repeated use. 

The principles of "artificial intelligence" methods based on statistical pattern recognition are similar to 
those used in human decision making. This usually involves collection of information for a known set of 
cases (e.g. known concentrations or analytes) in an analogous manner to the experience gained from a 
given process. However, instead of adopting a subjective approach in synthesizing the information it is 
replaced by equations derived from the data and used to classify cases into groups. Hence, unlike human 
decision making, a pattern recognition approach is objective and reproducible. The development of 
appropriate artificial intelligence methods that can use comprehensive information from the sensor 
response rather than just the signal magnitude will therefore provide a considerable progress towards 
realization of the optimum performance of these new devices. 

0-7803-5489-3/99/S10.00 ©1999 IEEE. 
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ELECTROCHEMICAL/CHEMICAL SENSORS 
Chemical/electrochemical sensors are small-sized devices capable of continuously and reversibly reporting 
chemical/electrochemical information. In fact, chemical sensors are devices that transform chemical 
information into analytically-useful signals. The information being transformed ranges from the 
concentration of a specific sample component to the pH of the operational environment [4]. 

In a chemical sensor, the main functions required of an intelligent dynamic polymer system are to be able 
to sense appropriate stimuli and respond to them in a predetermined manner. This is critical to development 
of the sensor. So, there are two main elements which play key roles in the sensing process of a polymer- 
based chemical sensor. These are the sensing element and the responsive element (the actuator). The 
chemical nature of the polymer-operational environment interface (sensing element) is the main factor in 
controlling the nature of output signals from the responsive element. The chemical nature can be adjusted 
by using the appropriate polymer. The morphology and other physical properties of the polymer film can 
change the direction of the chemical/physical information which flows through the polymer. In this study 
we report on the fabrication of a variety of polymeric materials for different sensing applications. 

pH sensor 
In the pH sensing area we found a particular polymeric composite structure (Polyaniline-polypyrrole 
composite) as the best sensing material (Fig. 1). 

solution 

PP/PVS VAN 

Fig. 1. Conducting polymer composite electrode: Pt (Platinum), 
PP/PVS (polypyrrole polyvinyl sulphonic acid), PAN (polyaniline) 

Test 

Epoch No. 

Fig. 2. Test and training profiles during an ANN modeling 

Due to lack of reversibility in the pH results, we used several computer algorithms to control the sensor 
performance. We found the ANN (artificial neural network) method [5] as the optimum computer 
algorithm amongst others [6] with the best match between prediction and experimental results. As can be 
seen from Fig. 2, using an ANN algorithm, the training and test processes during modeling meet each other 
at the same satisfactory level of error. This means that the model represents the system very well. 

Electronic Tongue 
The most sophisticated sensing systems are found in the human body. For example we can taste via living 
polymer interfaces. The cellular processes in our tongue are regulated by cell walls comprising dynamic 
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macromolecules that are able to sense specific chemical stimuli. Amongst these stimuli, chemical ones are 
of interest to us. There are two types of chemical sensory systems that use different receptors and process 
information at different locations in the brain: Taste, in which the receptors are specialized sensory cells, 
and smell, or olfaction, where the receptors are neurons. 

Taste receptors offish are the most sensitive chemoreceptors known. The taste receptors, or taste buds, are 
not located in the mouth, as in humans, but rather are scattered over the surface of the fish's body. These 
taste buds are exquisitely sensitive to amino acids, A catfish, for example, can distinguish between two 
amino acids at a concentration of less than 100 micrograms per liter. The ability to taste the surrounding 
water in this way is very important to fish to enable them to sense the presence of food in an often murky 
environment. One group of chemoreceptors in human beings is also concerned with special taste buds, but 
is not as sensitive as in fish. The taste buds in human beings are located in the mouth (Fig 3). Each taste 
bud is associated with an afferent neuron. Humans have four kinds of taste buds, each of which respond to 
a broad range of chemicals. The stimuli to which different kinds of taste buds respond are salty, sweet, 
sour, and bitter. Our complex reception of taste is composed of different combinations of impulses from 
these four types. The chemoreceptors are concentrated on different parts of the tongue, sweet and salty at 
the front, sour on the sides, and bitter at the back (Fig 3a.). 

Taste papilla 

Sweet- 

Fig. 3. a.. Four kinds of taste buds located on different regions, b. Individual taste buds are bulb-shaped 
collections of chemicals receptor cells that open out into the mouth through a pore. 

Learning from the human tongue, our approach is to develop a dynamic sensing electrode by which we can 
detect solutions which contain salt such as sodium chloride (a salty-taste solution). The salty taste is related 
to type of salt and its extent depends on the concentration of the salt in the operational solutions. This 
approach can be used in the food industry to control the extent of salty taste in products if an array of 
microelectrode is combined with a computer for on-line data processing and prediction (Fig. 4). The typical 
example of an off-line salt detection (CaCl2, LiCl and NaCl) is reported in Table 1. 

Table 1. Data for modeling and pattern recognition experiments in off-line salt detection 
Due to the nature of the software, the salt type was introduced to the computer as combinations of 0 and l)v 

Input Data 
— 156 157 158 159 160 Ca Li Na 

  -0.09 -0.09 -0.09 -0.09 -0.10 1 0 0 
-0.11 -0.09 -0.10 -0.10 -0.11 0 1 0 

.... -0.10 -0.10 -0.10 -0.11 -0.10 0 0 1 
Output Data 

Salt                             Output 1                          Output 2                          Output 3 

Na -0.01768 -0.11035 0.95254 

Ca 1.011793 0.073661 -0.10175 

Li -0.00987 0.98108 0.00729 
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FlowDirectlon 
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Prediction 

Personal Computer 

Fig. 4. Diagram of an intelligent device with ability to taste different samples. 
An array of microelectrodes is connected to a powerful 
computer equipped with advanced algorithms. 

DISPLAY DEVICE 
Conjugated polymer electroluminescence devices (CPELD) consist of organic thin layers that are 
essentially insulating materials. The operating mechanisms involve injection of electrons and holes from 
cathode and anode to the organic emitter layer, and hole/electron recombination that generates light 
emission. A typical configuration of a display device (Fig. 5) and the yellowish red color emitted from the 
polymer (Fig. 6) with its photoluminescence (PL) intensity are reported below. The next step in this 
research is to integrate the computer with powerful algorithms to this device to control the intensity and the 
emitted color using different polymeric layers. 

Cathode 

MEH-PPV 

Anode 

Fig. 5. Configuration of polymeric display device using 
MEH-PPV (Poly(2-Methoxy,5-(2'-Ethyl-hexyloxy)-PJ>henylenevinylene) 
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Fig. 6. Typical absorbance and PL intensity profiles for a polymeric display device material 

CONCLUSION 
The new systems presented in this paper show examples of integration of data and models for 
chemical/electrochemical sensing and display applications. These integrated systems enable us to control 
the dynamic nature of devices. Although the system suggests promising industrial applications it needs 
further development in its neuro-computing step for an in-situ/real time modeling and prediction. 
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ABSTRACT 
Many cold and hot worked metals undergo strain softening and hardening when subjected to cyclic plastic 
deformation. The degree of strain softening depends on the amount of prior cold work or heat treatment 
and upon the strain magnitude and cycles applied. In this work, a lead bar was extruded and a copper bar 
was drawn through a cyclically twisting die in a specifically designed experimental rig. The 
drawing/extrusion load fluctuated at the same frequency as that of die twisting. The maximum load was 
equivalent to monotonic deformation when the die was changing direction. The degree of the reduction in 
load for both the drawing and extrusion depends on the deformation conditions and requires optimisation 
for the process. 

INTRODUCTION 
Controlled cyclic plastic strain experiments have been conducted by many investigators generally to 
determine the resistance of metals to fatigue failure. In the course of those experiments, the resistance to 
deformation is measured during the cyclic loading as a function of the number of stress cycles. From this, 
curves can be constructed of the stress amplitude, or the stress range, versus the number of cycles, the 
cumulative plastic strain, or some other appropriate measure of the strain accumulation. It has been found 
that for materials which are in the soft or annealed state and are capable of significant strain hardening in 
ordinary tension tests, cyclic hardening occurs as a result of the controlled cyclic plastic strain. However, 
this cyclic hardening is quite different from monotonic hardening where the deformation occurs in one 
direction only. Under monotonic straining, hardening increases monotonically with strain such that a 
relationship can be formulated using many constitutive models such as unified dislocation density based 
constitutive model developed by Kocks, Estrin and Mecking [1-3]. 

When the material is initially in a heavily cold worked state prior to application of cyclic plastic strain, it 
has been found [4] that with subsequent controlled cyclic plastic strain, cyclic softening occurs. That is, 
with each further application of strain the stress reached at the point of reversal is less than that of the 
previous reversal. For either the annealed or prior cold work initial states, a stabilised hysteresis loop is 
eventually established which suggests that regardless of the initial condition of the material, the stress range 
reached after cycling by controlled plastic strain is the same [5]. Based on this experimental observation, 
Kong et al [6, 7] developed a constitutive model to model the cyclic strain hardening and softening. 

Due to the significant change in the properties brought about by the application of cyclic plastic strain 
following severe cold working, a process which can induce mechanical annealing will have great 
technological significance. Among possible implementations of the technique into industrial applications, 
Korbel and Bochniak [8] developed an approach called the Structure-Based Design of Metal Forming 
Operation (SBDMFO), aiming to develop a metal forming process to make the plastic forming easier and 
cheaper. Cywinski and Wusatowski [9] conducted an experiment to examine the effects of strain path 
change using tension-torsion-tension tests and found that the application of the torsion at the late stage of 
the draw or tension test increases the softening induced by cyclic deformation. This coincides with Coffin's 
observation that strain softening depends on the degree of the cold working prior to the cyclic straining[5]. 

In the current work, an experimental rig was constructed capable of conducting both extrusion and drawing 
with minor modification to study the straining hardening and softening by introducing cyclic deformation. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The rig is similar to a real process to assess the potential for industrially implementation. The experimental 
results for both extrusion and drawing are analysed to evaluate the straining softening under different 
deformation conditions. 

EXPERIMENTAL 
The schematic of the experimental rig for both drawing and extrusion is shown in Figure 1. There are three 
stages with the drawing process. Die 1 and 3 are fixed. The second die can rotate along its axis. The 
material is hardened in the first die. It then experiences a cyclic straining applied by the second die. The 
specimen at the second die is therefore subjected to a combined tensile and cyclic torsional strain. The 
specimen may be work (cyclically) hardened or softened depending on the reduction applied in the first 
stage of the drawing. At the third stage, the specimen is subjected to further cyclic straining because the 
material is cyclically twisted before entering the die. 

The extrusion is the same as traditional extrusion except that the die can be rotated in both directions. After 
the specimen fills the container by plastic deformation during the initial compression, the friction between 
the specimen and the container prevents the upper section of the specimen within the container from 
rotating with the die while the lower section twists with the die as it is extruded through the die. The 
material approaching the die is therefore subjected to a combined deformation of extrusion and cyclic 
torsion. Unlike the drawing process, there is only one die for the extrusion process. During the extrusion, 
the material undergoes a complex deformation which is not as easily classified as that of drawing. When 
the material is within the container, it is subjected to a small amount of monotonic extrusion and is slightly 
work hardened. When the material is in the die, the material is initially monotonic and cyclic hardened and 
then possibly cyclic softened depending on the deformation achieved. 

The transmission mechanism for both the drawing and extrusion is the same. A control system was used to 
reverse the turning direction and adjust the twisting frequency and angle. As the experiment was set to 
investigate the effect of cyclic straining, the drawing/extrusion velocity remained the same for all the test. 
The load was recorded against the displacement with a strip chart recorder and a PC data acquisition system 
at a frequency of 10 Hz. 

Punch 

Container 

(a) * (b) 

Fig. 1. Experimental scheme: (a) drawing [6] (b) Extrusion [7] 

EXPERIMENTAL RESULTS AND DISCUSSIONS 

Extrusion test 
The material used in the extrusion test was a commercially pure lead. The lead bar was cast with a diameter 
of 40 mm and extruded to the specimens with a diameter of 16 mm and a length of 65 mm. The specimen 
was then annealed at 160° C for 2hours to produce a uniform grain size and consistent properties. The tests 
were carried out on a screw-driven tension-compression machine with torsion applied by twisting as 
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discussed above. Experiments were performed at ambient temperature using the conditions listed in Table I. 
The diameter of the specimens was reduced from 16 to 8 mm corresponding to an area reduction of 75%. 

Table I: Experimental scheme of the extrusion test 

Die semi-angle Die rotation speed 
90°, 60°, 45° 

60° 
60° 

15° 
7.2°, 15°, 30° 

30° 

Twisting frequency 
20 cycles/min 
15 cycles/min 

20, 10, 6.7 cycles/min 

Monotonie extrusion was firstly performed. The extrusion force varies with punch travel in a typical way 
with three clearly distinguished phases [10]. In the first phase, the workpiece expands and fills the container 
as the punch starts compressing the workpiece through the die. The extrusion force initially increases 
rapidly in this phase, achieves a recognisable peak value and then drops dramatically. In the steady-state 
phase, the extrusion force fluctuates and, generally, decreases gradually due to reduction in friction between 
the workpiece and container. However, the decrease in extrusion force is very smooth. Once the workpiece 
advances to the unsteady-state phase, the extrusion force decreases in a more rapid rate and then increases 
dramatically as the workpiece is completely extruded through the die and the punch starts to contact the die. 

If the extrusion process is accompanied by cyclic torsion, the workpiece is then subjected to a combined 
deformation which leads to a different pattern in the extrusion force and punch travel relationship. Fig. 2 
superimposes the effect of cyclic torsion on the extrusion force for a lead bar twisting at a rate of 10 
cycles/min. Although the three regimes observed and used for monotonic extrusion can still be seen, the 
peak extrusion force in the first regime is not as easy to extract as in the monotonic extrusion. This may 
suggest that a steady-state phase can be more easily achieved with the introduction of cyclic torsion. 
However, of all the effects, the most pronounced is reduction in extrusion force during twisting of the die. 

20 30 40 50 

Punch travel (mm) 

70 

Fig. 2. Extrusion force versus punch travel for extrusion with cyclic torsion at frequency of 10 cycles/min 

In each cycle, variations in the load during extrusion with cyclic torsion was divided into three stages 
regardless of the deformation conditions: softening stage, steady stage and hardening stage (Fig. 2) [7]. The 
steady stage can still be a softening stage but softening is very slow compared to the first stage. If the 
average or cyclic extrusion force is set as the boundary of steady state, the transition points of these three 
stages are easily defined (Fig. 2). 
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Using the same experimental scheme, the effect of die semi-angle, die rotation speed and die twisting 
frequency were studied. It was found that a die with a semi-angle of 60° will achieve the maximum cyclic 
softening, resulting in the lowest extrusion force [11]. Therefore, the die with a semi-angle of 60° was 
considered as the optimal die and was used for further experimentation. To eliminate the difference 
introduced by the experimental conditions, the tests were performed on the same specimen; for example by 
changing the twisting speed from 7.27s to 157s and then to 307s during extrusion when evaluating the 
influence of die rotation speed. Figure 3 shows the extrusion force during extrusion through the die. It is 
observed that the maximum extrusion force during the three phases remains almost the same and therefore 
changing the twisting speed does not reduce the extrusion force at the turning points where the motor, and 
hence die, reverse direction. This confirms our previous observation that, at the moment that the die stops 
during reversing direction, the extrusion temporarily becomes monotonic deformation. In contrast, the 
degree of cyclic softening increases with the twisting speed. As shown in Figure 3(b), the extrusion force, 
at the steady state of every cycle, reduces uniformly with an increase in the die twisting angle. When the 
twisting speed is 307s, the cyclic softening is approximately 20% compared to a monotonic deformation; at 
twisting speed of 7.57s, the cyclic softening is only about 6%. 

AF/Fm, 

25 

20 

20 30 40 

Punch travel (mm) 

60 
15 25 

Die rotating speed (°/s) 

15.5 

15 

4- 14.5 

14 

(a) (b) 

Fig. 3. Extrusion with different die rotation speeds: (a) experiment (b) analysis 

From Fig 3, it seems that a faster die twist rate leads to a higher degree of cyclic softening. However, 
experiments involving changing the twisting frequency do not support this. As the die twisting range 
remains the same for all the tests, a higher twisting frequency leads to a faster die rotation. 

20 30 40 

Punch travel (mm) 

50 60 

15.5 

15      J 

8 12 16 20 

Die twisting frequency (cycles/m in) 

24 

(a) (b) 
Fig. 4. Extrusion with different die twisting frequencies: 

(a) experiment (b) analysis 
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When the die twists at a frequency of 20 cycles/min, the degree of cyclic softening is only 10% (Fig. 4). As 
the twisting frequency decreases, the degree of cyclic softening increases dramatically. When die twisting 
frequency reduces from 20 cycles/min to 10 cycles/min, the degree of cyclic softening increases from 10% 
to 20%. Further reduction in twisting frequency to 6.7 cycles/min leads to further softening up to 25%. The 
experimental result further verifies the previous observation that the steady state in every cycle is enlarged if 
the die twists at a slower speed because the time to achieve steady state depends on the extrusion speed 
rather than the other deformation conditions. In addition, the change in die twisting frequency results in 
little variation in the maximum extrusion force (Fig 4). 

Drawing test 
A commercial copper was used for the drawing tests. The experimental scheme is listed in Table II. The 
diameter of a copper bar reduced from 9.6mm to 8.6mm with an area reduction of 20%. 

Table II: Experimental scheme of the drawing test 

Drawing speed (mm/min) Die rotation speed 

100,50,20 

20 

30° 

20°, 30°, 40°, 60°, 80° 

16 

5    8- 

s a 
°     4 

- Cyclic —■— Monotonie 
AF/Fm, 

fwr^T^ 

40 80 
Drawing speed (mm/min) 

120 0 100 200 300 0 

Time (s) 

(a) (b) 

Fig. 5. Drawing with different drawing speed: (a) experiment (b) analysis 

The drawing force against drawing time is shown in Fig. 5 where only the drawing speed varied. A similar 
phenomenon to that observed in extrusion tests can also been seen in drawing tests. When the die starts 
twisting, the drawing force reduces from the monotonic drawing force. The degree of the reduction or 
softening caused by twisting die depends on the experimental conditions, ie drawing speed here. The 
experiment is repeatable as the test on drawing speeds of 50 and 20 mm/min was carried twice following a 
short period of monotonic drawing. If the drawing speed is the same, the minimum drawing force reduced 
to the same level. The maximum drawing force and the degree of the cyclic softening was analysed using 
the same technique for extrusion. The maximum drawing force is more stable than the extrusion tests, as 
there are no different stages observed in extrusion force. However, the softening is more obvious, 
particularly if the drawing speed is at a low level (ie 20mm/min). When the drawing is at lOOmm/min, the 
degree of cyclic softening is only about 10%. As the drawing speed reduces, the degree of the cyclic 
softening increases to about 22% for the drawing speed of 20mm/min. 

Although the drawing speed has a large influence to the degree of cyclic softening, varying die rotation 
speed does not affect both the maximum drawing force and the degree of the cyclic softening significantly 
(Fig. 6). The only exception is the rotation speed of 207s where the minimum drawing force is higher than 
others, which means a lower level of softening is achieved. The stability of the drawing force suggests that 
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the variation in the die rotation speed does not lead to a remarkable change in the drawing force and the 
selection of this parameter depends only on the experimental or working conditions most applicable. 

16 -.  Cyclic •     Monotonie ~°—       AF/Fm„ _<>_        Fm„ 

ß^üfVWi £>***■ 
18 

|   12 

2i 

30 60 90 120 20 40 60 80 

Displacement (mm) Die rotation speed (°/s) 

(a) (b) 

Fig. 6 Extrusion with different die rotation speed: (a) experiment (b) analysis 

CONCLUSION 
Lead was tested under combined extrusion and cyclic torsion while copper was drawn with a die twisting. 
Different experimental conditions were used to examine the process. Regardless of the extrusion or 
drawing process, the application of a cyclic torsion leads to a cyclic softening. However, the softening 
occurs only when the die is turning. If the die stops twisting or when the die is changing direction, the 
extrusion/drawing force increases to the monotonic force. It is observed that variation in experimental 
conditions generally lead to a change in extrusion/drawing force and in the degree of cyclic softening. A 
clear understanding of the process with cyclic strain path change requires further experimental and 
analytical study to more materials and deformation conditions. 

REFERENCES: 
1. Y. Estrin and H. Mecking. 1984. A unified phenomenological description of work hardening and creep 

based on one-parameter models. Acta Metall., 32, 57-70. 
2. F. Kocks and H. Mecking. 1981. Kinetics of flow and strain-hardening. Acta Metall., 29, 1865-1875. 
3. L. X. Kong and P. D. Hodgson. 1999. Improving the Prediction Accuracy of Constitutive Model with 

ANN Models. IPMM'99, Hawaii, 
4. D. S. Dugdale. 1959. Stress-strain cycles of large amplitude. J. Mech. and Phys. Solids, 7, 135, 
5. L. F. J. Coffin. 1967. Cyclic strain-softening effects in metals. Transactions of the ASM, 60, 160-175. 
6. L. X. Kong, P. D. Hodgson, and B. Wang. 1999. Development of constitutive models for metal forming 

with cyclic strain softening. Journal of Materials Processing Technology, 
7. L. X. Kong. 1999. Constitutive Modelling of Extrusion of Lead with Cyclic Torsion. ASME Journal of 

Engineering Materials and Technology, 
8. A. Korbel and W. Bochniak. 1995. The Structure Based Design of Metal Forming Operations. Journal 

of Materials Processing Technology, 53, 229-237. 
9. Cywinski M and Wusatowski R. 1994. The Influence of Controlled Twisting on Drawing of OFHC 

Copper and Armco Bars. Journal of Materials Processing Technology, 45,299-304. 
10.K. Lange. 1985. Handwork of Metal Forming. Dearborn, Michigan: Society ofManu. Engineers. 
ILL. Lin, L. X. Kong, R. Bathgate, P. D. Hodgson, B. Wang, and G. Lu. 1999. The Effect of Die Design 

on the Bar Drawing with Combined Torsion. Tooling'99, Melbourne, Australia. 



959 

Artificial Neural Networks II 



960 



961 

Neural Network Method for Inverse Modeling of 
Material Deformation 

Nenad Ivezic, John D. Allen Jr., and Thomas Zacharia 

Computer Science and Mathematics Division 
Oak Ridge National Laboratory 

Oak Ridge, TN 37831, USA 

ABSTRACT 
A method is described for inverse modeling of material deformation in applications of importance to the 
sheet metal forming industry. The method was developed in order to assess the feasibility of utilizing 
empirical data in the early stages of the design process as an alternative to conventional prototyping 
methods. Because properly prepared and employed artificial neural networks (ANN) were known to be 
able to codify and generalize large bodies of empirical data, they were the natural choice for this 
application. The product of the work described here is a desktop ANN system that can produce in one 
pass an accurate die design for a user-specified part shape. 

INTRODUCTION 
Sheet metal forming applications have traditionally involved costly, iterative, and time-consuming design 
methodologies based on physical prototyping. Recently, finite element analysis techniques have been 
used with varying success to model and predict sheet metal deformation processes during the design 
stages [1]. Additionally, certain methods from the field of artificial intelligence (AI) have been brought to 
bear on the problem of automating design of tooling for manufacturing metal stampings [2]. Yet ANN 
methods, among the most powerful AI tools, have barely been explored in this context, although they 
have been used to solve engineering design problems involving identification, learning, and prediction of 
scalar or vector design quantities [3, 4, 5]. In contrast, the method described in this paper attempts to 
capture deformation relationships governing 3-D mappings in sheet metal stamping applications. 
Presented results demonstrate that the inverse of these relationships can be captured and used to predict 
die geometry that will, under specified material and stamping conditions, allow production of a user- 
specified part shape. 

DEVELOPMENT OF THE METHOD 
Realization of an ANN-based die design tool depended critically on successful solution to several inter- 
related problems. Central to these was development of a suitable method to represent die and part shapes 
to the input nodes of a neural network (or sometimes, multiple networks). For network training, these data 
would be of two classes, input data would represent the conformation of the part for which a die geometry 
was sought while output data (those data applied to the output node(s) would specify to the network, the 
result that should be obtained for the corresponding inputs. These data sets would represent in some 
manner, the die geometry that the network must learn to produce in response to the input data. Although, 
in principle at least, a network should be able to learn in the context of almost any representation, 
relatively simple and often unobvious variations in the representation scheme can produce striking 
differences in the efficiency with which learning takes place. Described below are several of the surface- 
representation methods investigated during development of the die prediction system. 

Simplest in concept, but surely least effective of all, was a direct mapping of part and die data onto the 
input and output nodes of a very large network. Here, the input and output nodes were arranged in 
"rectangular" fashion, the number of each node class being equal to the size of the part/die meshes (never 
more than 25 by 25 for the first attempt). Although this method was adequate for initial demonstration of 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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the general technique, it was doomed to failure by the impossibility of obtaining enough training data to 
condition the network properly. Even if sufficient data were available, it is doubtful that any single 
network architecture would be able to generalize the shape transformation relationships over a useful 
spectrum of part shapes under such a representational scheme. If it could do so at all, network prediction 
performance would be very sensitive to minor displacements of presented shapes relative to the input 
grid. 

A method based on two-dimensional Fourier transforms derived its utility from the fact that a relatively 
small fraction of the total number of Fourier components (of the order of 10 %) could represent a 3-D 
shape with considerable fidelity. As employed to represent die and part geometries to a neural network, 
the transform was applied to each of the data sets to be presented for evaluation. The training goal for the 
network was the development of the functional relationships linking the Fourier components representing 
a part configuration (together with the associated data defining material and forming parameters) with the 
corresponding Fourier components representing the die that would, under the specified set of material and 
forming parameters, be suitable to produce that part. When a fully-trained Fourier-based network is 
presented with a data set representing a part (and the associated material and forming parameters) for 
which a die design is required, the network produces at its output nodes a set of values representing the 
scaled Fourier components of the desired die. Recovery of the die specification only requires an 
appropriate renormalization and retransformation into a Cartesian coordinate representation. 

A somewhat similar method based on two-dimensional Wavelet transforms was developed as the next 
step in the search for an efficient representation method for surface data. The 2D Wavelet method, like 
the Fourier method described above, derives its utility from the fact that a very small fraction of the total 
number of wavelet components (perhaps 1-2 %) can represent a surface with considerable fidelity. For a 
reasonably narrowly defined set of shapes, it is observed that the identity of the important Wavelet 
components is fairly consistent across all members of the set with variations among set members being 
represented principally in amplitude differences among the important components. Substantive variations 
among set members will be represented by the appearance of dominant wavelet components more or less 
singular to the set members bearing those variations. It is the combination of consistent and singular 
components that is captured and represented to the network for subsequent processing. 

Although 2-D Wavelet representation reduced the number of data required for shape representation by a 
greater factor than that obtaining for the 2-D Fourier method, the reduction still appears insufficient to 
support completely general network training. The single greatest advantage is one of speed. Once trained, 
the network executes in milliseconds on any reasonably modern desktop computer. 

The most successful, investigated methods for die/part representation is the so-called Weighted Patch 
method. This scheme was predicated on the assumption that shape gradients near a point on a material 
surface are more likely to be predictive of the response of material at that point to deformation forces 
(imposed, for instance, by a punch and die) than are shape gradients at positions more removed from the 
point. Equally reasonable is the assertion that "near" effects must be represented more completely to the 
neural network than more "distant" ones if the model is to capture important metal forming relationships. 

In the Weighted Patch Method, a fixed pattern of "averaging regions" is scanned over the data array 
representing a part for which a die is to be developed. In a typical implementation, there may be 19 
averaging regions of graduated sizes (9 for each of two orthogonal axes and one central element, the 
shortest being one array element square, the longest of the order of 8 to 10 array elements in length by 
one element in width) comprising a cross shaped "Patch Geometry" of the general form suggested by the 
schematic representation of Figure 1. These averaging regions are distributed along orthogonal axes (axes 
typically parallel the length and breadth of the part). Each averaging region is represented at the network 
input layer by a single node. 

The training goal for a Patch Method network is to produce, for each element of the part array, the value 
of the difference between part elevation and corresponding die elevation at that point. When the network 
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is folly trained a predicted die configuration can be trivially derived from these differences for any 
presented part shape. 
The Patch Method confers the advantage that a somewhat more accurate representation of the part surface 
is retained in the reduced data employed by the network than is the case with either the Fourier or 
Wavelet data representation methods. Perhaps more important than this is the fact that, since each point 
on a surface is treated as a separate training example, the network can develop a much better codification 
of relationships linking part and die shape than can a network employed for either of the previously 
discussed methods. 
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(Typical See-64x64) 

Fig. 1. Patch method schematic diagram (parameter nodes are not shown) 

The penalties paid for realizing these advantages are two in number. First is the requirement that the 
network "visits" each of the elements of the part definition array many times during training. For the 64 x 
64 data sets employed to develop the results presented here, there are 4096 such elements, each of which 
may be visited several hundred times during a typical training session. The second penalty is the memory 
intensive character of the method. For each of the 4096 potential patch-center locations, it is necessary to 
store the 19 values comprising the Patch (for a total of 19 * 4096, or 77824 values) for each data set to be 
processed by the network (of which data sets there may be hundreds). 

EXPERIMENTAL DEMONSTRATION 
The potential power of the Weighted Patch method is well-illustrated by the results of a simple 
experimental demonstration, for which the goal was to demonstrate that a network trained under the 
method could generalize its training results well enough to produce a die design for a member of a shape 
class to which it had not been exposed during training. 

For this demonstration, part definitions were created from corresponding die definitions by a relatively 
simple deformation model that included two variable parameters, one representing a material property, 
the other a forming variable. The characteristics of the model were chosen to ensure that the resulting 
shape transformations would be of sufficient complexity to challenge the network. 
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Model output was derived from die representations of the three generic shapes depicted in Figure 2. For 
each die shape class, variation of the relevant defining parameters resulted in a spectrum of die 
geometries from which corresponding parts would be "formed" by the deformation model. Pan dies, for 
instance, were defined by mean base width, mean base height, mean top width, mean top height, top and 
bottom aspect ratios (so that either base, top, or both could assume trapezoidal shape), center elevation, 
and top tilt angle. Additional parameters specified the presence or absence of ridges and their spatial 
extents relative to the base die dimensions. Similar parameters (with the addition of eccentricity and 
appropriate omissions) defined the model Top Hat and Ellipsoidal Shell dies. The value of one last 
variable determined the extent to which die corners were rounded. In all cases, the die elevations were 
defined on a regular, 64 by 64 element, square grid. Although this representation may at first appear 
contrary to the conventions of standard deformation modeling, it is entirely in keeping with the 
metrological considerations that would dictate the collection of data from physical die/part pairs. 

Fig. 2. Pan, TopHat, and Shell Die Shapes 

The simple deformation model created part data from each of the die representations as a parameterized 
displacement function of the local and the global geometries of the die. It should be noted that although 
the simple deformation model calculates material displacements in each of the three axes, the final part 
data are interpolated back onto a regular 64 by 64 grid. These, expressed as an array of elevations, are 
stored with the generating die specification (again, an array of elevations) and a list of the "material" and 
"forming" parameters associated with the part/die pair to form a single training data set. 

Network training involved 40 part/die pairs. Of these, 20 defined variations on the Pan geometry. The 
remaining 20 defined variations on the Elliptical Shell geometry. For the Pan parts, elevation, aspect 
ratio, top tilt, and top and bottom shape (square or trapezoid) were varied. Elevation values (normalized 
to mean base size) fell in the range (0.062 - 0.125). The mean top size to mean base size ratio varied 
between 0.5 and 1.0. Aspect ratio (mean length to mean width) varied over the range (0.47 - 1.0). Top tilt 
angle values (in radians) fell in the range (0.0 - 0.5). Where they were relevant, the same parameter 
ranges characterized the generated Elliptical Shell part/die pairs. Parameters of the deformation model 
were established to limit elevation differences between the die and predicted part to less than -10 %. 

Pre-processing of data included the interpolation and normalization steps required to produce the 4096 
input Patch vectors and the corresponding output value for each of the 40 training data sets and the single 
TopHat test data set. Node components and output values for the training data were normalized to the 
range ( -.85 , +.85 ). Post-processing to recover the die shape involved an inversion of the output 
normalization process and subtraction of the resulting values from the corresponding stored part 
elevations (since the network is trained to reproduce point-wise differences between part and die). 
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The neural network architecture employed in this experiment was a conventional Perceptron of four 
layers. The input layer comprised 21 non-bias nodes, the first hidden layer 13 non-bias nodes, the second 
hidden layer 3 non-bias nodes, and the output layer 1 non-bias node. Of the 21 input nodes, 19 were 
employed for representing Patch data, two for representing the values of the "material parameter" and 
"forming parameter" values stored with each data set. The network was trained according to the gradient- 
descent, backpropagation of error method. During early stages of training, the common practice was to 
process multiple networks simultaneously. When a clearly superior network emerged, the poorer 
members of the initial set of networks were excised. During final training, learning rate and momentum 
were slowly relaxed from initial values of .1 and .001 respectively to .001 and .00001. 

Figure 3a is the conventional scatter diagram and represents network training and testing results as a 
function of expected result. It is emphasized that network predictions for the single test case (4096 more 
points) are included in the scatter diagram (and, surprisingly, account for very little of the scatter). At first 
glance, it might appear that the trained behavior of the network is insufficiently accurate to be of much 
utility for die shape prediction. Figure 3b, a three-dimensional perspective representation of the network- 
predicted die, suggests otherwise. 

Precäiuprt 

I I 

»«».»..HH 

Fig. 3. a. Scatter diagram for a training process. 
Note: this plot includes 163840 points for the Pan 
and Shell training data and 4096 points for the 
single TopHat test case. 

Fig. 3. b. 3-D perspective plot of predicted die. 

Figure 4 provides a composite view of the Patch Method results and depicts the original part (dashes), the 
true die (i.e., the die from which the part was generated by the deformation model) (solid), the network- 
predicted die (dots) and the prediction error (times 10) for each point in the cross-section (crosses). In all 
cases, the prediction error has proved to be no greater than one part in 256 of the presented part elevation. 



966 

Fig. 4. Cross-section of part, (dashes), predicted die (dots), 
true die (solid), and die/true-die error xlO (crosses). 

SUMMARY 
In this paper, development and experimental results were described of a neural network-based system 
able to inverse-model material deformation. Several alternate representation methods were discussed. Of 
these, the Patch Method proved to be the most accurate to predict die geometries from user-supplied part 
shapes. It was used to obtain experimental results to demonstrate the potential utility of the method. 
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ABSTRACT 
In this paper, we describe the planning and development of an Artificial Neural Network model of line 3 of 
the Copper/Lead flotation circuit at Brunswick Mining's concentrator at Bathurst, New Brunswick. The 
prototype model predicts the copper and lead assays of the concentrate streams of this rougher flotation 
circuit. In the model, the actual values and rates of change in the main process variables such as head 
grades, reagent addition, mass flow, density, pH, temperature, cell level and grind size are treated as inputs. 
The global error in both training and testing of the model is used to indicate the accuracy of the model. The 
model is fully adaptable, i.e., it can be updated when required to account for ore and/or processing changes 
that are not currently included in the ANN because of lack of instrumentation or reliability of 
measurements. The adaptation algorithm is used to select current data to replace records in the existing 
training and testing datafile. Retraining is conducted whenever the model accuracy declines to a pre- 
defined target value. The algorithm determines the frequency of retraining. The final system will be 
expanded to calculate a total of 12 assays using a separate ANN model for each. All models are 
independently updated. This approach to Artificial Neural Networks provides plant engineers with a 
process model that is always current and reasonably accurate. Model access provides flexibility in adjusting 
set-points to achieve increased efficiency in the control of process variables. 

BACKGROUND 
Brunswick Mine is a large massive-sulfide deposit of Copper (Cu), Zinc (Zn), Lead (Pb) and Silver (Ag), 
located in northern New Brunswick. Sphalerite, galena, chalcopyrite, tetrahedrite and a large assortment of 
silver sulpho-salts are the economic minerals. The Brunswick Concentrator produces four concentrates of 
Zinc (Zn), Lead (Pb), Copper (Cu) and Bulk (Pb/Zn). The mill process consists of the typical unit 
operations such as crushing, grinding, flotation and dewatering. There are a Jaw Crusher and two Gyratory 
Crushers underground for preliminary size reduction. The crushing and grinding plants on surface, consist 
of a Cone Crusher and two Short-Head Cone Crushers, Rod Mills and Ball Mills. In September 1998, an 
Autogenous Mill was commissioned to replace the crushing plant and rod-mills This has caused major 
changes in the process operations. In the Brunswick Mill, grinding is carried out in three parallel lines. Ball 
milling is done in primary and secondary mills in a closed loop with cyclones. The discharge from Line 1 
and 2 are joined together before flotation, whereas the discharge from Line 3 is processed separately. 
Selective flotation is carried out in two separate stages in Lines 1&2 and Line3. After flotation, all 
concentrates are dewatered by thickening and filtering and then shipped to smelters. The general process 
flowsheet after the AG mill installation is shown in Figure 1. 

Due to time limitations, the project focused on the Cu-Pb flotation circuit of Line 3. Application of the 
same procedure to each of the other flotation circuits is the ultimate extension of this project. In the Cu/Pb 
flotation circuit, the milled product is aerated to promote galena flotation and depress pyrite. Soda ash is 
added during grinding to adjust pulp pH while xanthate (SIPX & PAX) and AF241 are used as collectors. 
The circuit consists of a rougher and two cleaner stages. The flowsheet of this circuit is shown in Figure 2. 
Assay information is available on-line on a cycle time of 5 minutes generated from 5 streams using an on- 
stream X-Ray Fluorescence Analyser. Plant operators use these XRF assays to adjust reagent additions, 
water addition, tonnage rates and flotation cell levels to control product assays at pre-defined set points [1]. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 



968 

AG 
Mill 

LI 
B/Ms 

U 
B/Ms 

L3 
B/Ms 

I 

ZnConc.        Bulk Cone.   PbConc.      Plant Tailimgs 

From Grinding 

To Zn Cu-Pb 
Circuit        Cone. 

Fig. 1. The general flowsheet of the Brunswick 
Concentrator after AG mill installation 

Fig. 2. The flowsheet of the 
Copper-Lead flotation circuit. 

THE PROJECT 
Artificial Neural Network (ANN) modeling has advantages over other methods. ANNs need only identify 
model inputs and outputs. Only general knowledge about the domain is necessary. In ANN modeling, one 
does not need the form of inter-variable relationships since the algorithm on its own, approximates an 
appropriate form. An ANN is built by introducing large amounts of historical data to the model to gradually 
improve its knowledge of process relationships. The main disadvantage is a dependency on the quality of 
the training data. Providing sufficient valid and accurate data is often difficult. 

To implement this project we used software that works with real-time process data, trains and tests an ANN 
model, infers facts based on rules, executes procedures, and makes decisions in real time. Due to the 
availability of GenSym's G2, GDA and NeurOn-Line and their past application for process control at 
Brunswick Mining, we decided to use these tools. G2 provides a foundation to deliver advanced control 
applications using methods such as neural networks, fuzzy logic, and genetic algorithms. Integrated with 
G2 and GDA, NeurOn-Line provides a complete development environment to create intelligent real-time 
applications for on-line process monitoring, optimization, and model-based reasoning. G2 is designed to 
interface with external programs and plant automation systems such as data bases, PLCs, and DCSs. 

Objectives 
The Adaptive Artificial Neural Network model built in this project, was designed for future process control. 
Our main purpose was to have an ANN model that can learn about the relations between process inputs and 
outputs and how such relationships change over time. On the other hand, a process model enables us to 
anticipate the effect of any input scenario on process outputs. In this way, a system can be designed to 
manipulate control variables to compensate for changes in those variables that are beyond our control, such 
as head grades. The required adjustment is determined by established rules in a knowledge base and from 
the predicted process outputs from the ANN model. A schematic of this plan is illustrated in Figure 3. 
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Predicted Output 
—► ANN 

Model 
Knowledge 

Base 
—► Inputs -> 

utput 1—► Process 

Fig. 3. Schematic Diagram of Compensating Feed-Forward Model-Based Control Algorithm. 



969 

ANN ARCHITECTURE 
To train the model, the most important variables and their acceptable ranges were identified. The inputs 
included grades of copper and lead in the Cu/Pb concentrate, the head grades, reagent additions, pulp pH, 
mass flows, pulp densities and temperatures, grind size, cell levels and rates of change in all the variables. 
The outputs included change in Cu and Pb grades of the Cu/Pb concentrate. The Cu and Pb grades are 
applied as inputs to attempt to compensate for variables which are impossible or difficult to measure. The 
number of nodes used was: 58 in the input layer, 30 in the hidden layer and 1 in the output layer for each of 
two networks; all nodes were biased. The sigmoid function was applied to reduce the emphasis of outliers. 
All data were scaled between 0 and 1 using the minimum and maximum values of each variable. 

IMPLEMENTATION 
Implementation of the project constituted two parts. First, the ANN model was trained using historical data, 
while the second part consisted of developing an algorithm to decide on the frequency of retraining the 
model as new real-time data accumulated. The retraining procedures were also designed in this step. The 
data used to train and retrain have a vital effect on the model accuracy. Before introducing data to the 
model, the data must be pre-processed. This pre-processing included filtration, synchronization and scaling. 

Data Pre-Processing 
To avoid noisy data, a suitable range was defined for each input and output. These ranges were determined 
according to the experience of plant experts and from the historical plant data. Every datum passes through 
a filter to check its validity in terms of these acceptable ranges. If the datum is valid, it is used in the data 
set to train the model, otherwise the entire data pair is discarded. 

Due to the dynamic nature of the process, there is a delay between a change in any variable and its effect on 
the output. These phase lags are functions of the circuit flowrate and the effective volumes of pipes, cells 
and pumps. The phase lag between each variable and output is calculated based on Equation 1: 

phase lag = (volume x fullness coefficient) / flowrate 1. 

The volume of all pipes and unit operations were determined from drawings, specifications, and direct 
measurement. The fullness coefficients were defined according to the experience of experts - as well as 
measurement of cell levels, etc. being used to modify these delays in real-time. The flow rate at each stage 
is measured by a sensor in real-time. To apply these delays, the entire circuit is considered as a sequence of 
individual stages. When a variable is measured, the phase lags between all stages are combined iteratively 
based on the flow at each stage to synchronize the sensor readings. Due to the variety of ranges and units in 
the inputs and outputs, the data were scaled between 0 and 1. The scaling method used a linear function so 
that the maximum and minimum values are 1 and 0 respectively. 

Initial Training 
For initial training, historical data from July to September 1997 were available for use. This "old" data were 
pre-processed through filtration, synchronization and scaling. After pre-processing, each data pair was 
collected into a matrix called a data set in G2. A total of 1300 data pairs were collected. To train the model, 
the Conjugate Gradients (Fletcher-Reeves) [2] algorithm was used. The data set was randomly divided with 
80% used for training and the rest for testing. After several test runs, we decided to train for 150 iterations. 
In G2, an iteration stands for the number of times the objective function is applied to the entire training data 
set. Each time the objective function is used, this represents one step. The testing error indicates how well 
the network fits data not used in training. The fitness option selected was RMSE, i.e., Root Mean Squared 
Error in which the predicted value is subtracted from the target value to obtain the error. 

Retraining 
To ensure the neural network model accurately reflects the current process relationships, procedures were 
developed to check the model against current data and decide if and when the model needs retraining. 
There are two parameters used to determine this answer: the current root mean square (RMS) error of the 
model; and the uniqueness of the current data set. (see Figure 4.) For retraining, the updated data set is 
divided randomly into two separate files for training and testing. 
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Fig. 4. Schematic diagram of the retraining process. 

Parameter 1: The Current RMS Error of the Model 
Whenever a data pair is introduced to the trained neural network, a prediction of the process output is made 
based on the inputs in the data pair. The actual output in the data pair is compared to the model prediction 
and the relative error is calculated by Equation 2 while the current RMS error is calculated by Equation 3. 

Relative Error= (Yk - Yk)/ Yk 

RMS Error of Model = ([I ((Yk - Yk)/ Yk)
2] / n)05 

k=l 

2. 

3. 

Yk was set to 100% of each variable's range so that output error would be independent of the actual value. 

Parameter 2: The Uniqueness of the Current Data 
If a change occurs in a process relationship, the current data pair will reflect this change. By monitoring the 
current data pair and introducing it to the neural network, those data pairs that represent new relations in the 
process can be diagnosed. Obviously these particular data pairs should be used to eventually retrain the 
network. In order to keep the training time relatively constant, we only allow a maximum number of data 
pairs in the training data set. When a new data pair arrives, an algorithm is applied for data management. 

In this algorithm, if the model error is large, the system compares the current data pair with each data pair 
in the existing data set. If there is an identical one, the current data pair is simply discarded. If the current 
data pair is unique, it is considered for use in retraining. If the current data pair indicates a changed process 
relationship, it may be added to the data set or it may replace an old data pair. When the current data pair is 
totally different from what the model has seen before, it is added to the data set. However if the number of 
data pairs in the data set is at its maximum level, one of the existing data pairs must be deleted to open 
space for the new one. When two data pairs are said to be identical or different, the criterion is the relative 
error. The current data pair with input vector X and output vector Y is compared with row i of the data set 
with input vector X' and output vector Y*. The relative error for each datum is calculated based on its offset 
divided by a reference value. The reference values for vectors X and Y are the vectors T| and y respectively. 

current data pair vector X (inputs): [xh x2,x3,...,xm] vector Y (outputs): [yi,y2,y3,...,y„] 

data pair in row i      vector X' (inputs): [x,', x2',x3',...,xm']      vector Y' (outputs): ty^y^"....^'] 

reference value vector TJ: [TII, TI2, "n3 TI„J vector y. [y,,y2,y3,...,yn] 4. 

When a current data pair arrives at the algorithm, the Data Comparison Procedure is run. In this procedure, 
for every jth element of the inputs and every kth element of the outputs, the relative difference and RMS 
difference between the current data pair and row i of the existing data set is calculated as follows: 
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eXj = (Xj - Xj') / Tij 

eyk=(yk-yk')/Yk 
Ex = ((E(exj)

2)/mf5 

E 

relative difference for input j 
relative difference for output k 
RMS difference for inputs 
RMS difference for outputs Ey = ((£ (eyk)

z) / n)' 

If any row is found in which the absolute value of all related differences is less than a predefined threshold, 
then the two data pairs are considered identical and the current data pair is simply discarded: 

0.5 

j = 1,2,... ,m 
k=l,2,... ,n 
j = 1,2,... ,m 
k=l,2,... ,n 5. 

in row i, Vj = 1,2,... ,m andVk = 1,2,... ,n: if |exj| <= threshold  and   |eyk| <= threshold 
then data pairs are identical 
then discard current data pair 6. 

Otherwise the current data pair is compared to the next row. This process repeats until all rows are checked. 
If no row is identical to the current data, the Data Replacement Procedure is called to attempt to find a row 
where all absolute values of the relative differences in the input vector lie below the threshold while at least 
one of the absolute values of the relative differences in the output vector lie above the threshold as follows: 

inrowi, Vj = 1,2,... ,m and3 k= 1,2,... ,n:   if4xj| <= threshold   and   |eyk| > threshold 
then current data pair is a new condition 
then current data pair replaces one of the identified rows 7. 

If no row is detected, this means there is no data pair in the data set to be replaced with the current data pair 
so the Data Addition Procedure is called to add the new data pair. If more than one row is detected, then 
one must be selected to be replaced with the current data pair. The criteria is to select the data pair with the 
minimum RMS difference in the input vectors and the maximum RMS difference in the output vectors. So 
to decide between two data pairs with input vector RMS differences of Ex] and Ex2 and output vector RMS 
differences of Ey] and Ey2 in outputs, at different conditions the selection would be as follows. 

then      data pair 1 is selected -x2 ♦ if   Ex, < E 

♦ if  Ex^E^ 
♦ if((Exi>Ex2   and 

and 
and 
Ey] > Ey2) 

Ey! > Ey2 

Eyl  < Ey2 

if Exl + Eyi > Ex2 + Ey2 Jyl   ■ 

if Exl + Eyl < E^ ■ hi 

then      data pair 2 is selected 
or        ifCEx^E^   and   Eyi<Ey2))     then 

then      data pair 1 is selected 
then      data pair 2 is selected 

The algorithm keeps track of the portion of new data pairs added to the data set since the last training of the 
neural network model. This indicates the uniqueness of the current data set to that used to train the model. 

Accumulation of the Two Parameters 
Accumulation of these two parameters determines the need to retrain. Generally when the portion of new 
data is high, it is expected that the error of the model will also be high or vice versa, but it is possible that 
the plant may return to a previous relationship and so the correlation can be reversed. Obviously when the 
error is high and there is a high amount of new data, retraining must occur. Conversely, if the error is low 
and the data set has not been significantly changed, retraining is not useful. However when both the portion 
of new data and the RMS model error are located somewhere in the middle of their respective ranges, the 
decision to retrain is not so easy. The concept is illustrated in Figure 5. To answer the question we used 
Fuzzy Logic. Membership functions were defined as in Figures 6 a. and b. The decision to retrain is made 
regarding the variables in each cell of the Fuzzy Associative Map in Table 1. 

K^^J No Retraining 

JsWIiJWl Retraining 

W   fc4 L High - ^^^^■k^>;:;j;:;i':'i---. 

RMS Error 
of the Model K Low - 

 H = r> Low High 
% New Data 

Fig. 5. The decision process to retrain. 
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0 0.05        0.1        0.15        0.2        0.25        0.3        0.35        0.4 

9       1.0 

Fig. 6. Membership functions of fuzzy observations for 
a. The portion of new data and b. the scaled RMS error of the model. 

In the case of Potential Training, the requirement for training depends on the slope of the RMS error. 
Having a positive slope indicates a tendency to move from the fuzzy area of "Potential Training" to the area 
of "Training Necessary. Conversely, a negative slope shows a tendency to move from the fuzzy area of 
"Potential Training" to the area of "No Training". Belief in the consequence of all fuzzy rules are 
accumulated into the fuzzy concepts shown in Figure 7. 

Table 1. The fuzzy associative map used to decide on retraining. 
Parameters New Data Portion 

Model Error Low Medium High 
Low No Training No Training Potential Training 

Medium Potential Training Potential Training Training Necessary 
High Training Necessary Training Necessary Training Necessary 

The need to retrain is resolved by combining the likelihood of the three conclusions of "No Training", 
"Potential Training" and "Training Necessary". Area-Centroid-Weighting is used to locate the position on 
the Universe of Discourse and so, the conclusion to be implemented. Belief values below 0.25 are ignored. 

1.0 

0.8 

0.6 

0.4 

0.2 

0 

No 
Training 

Potential 
Training 

Training 
Necessary 

0      0.1      0.2      0.3     0.4     0.5     0.6     0.7     0.8     0.9       1 

Fig. 7. Membership functions of the consequence of the fuzzy associative map for retraining. 

RESULTS AND DISCUSSIONS 
When the historical data were collected, several back-propagation neural networks with different 
architectures were tried. The main parameter varied was the number of nodes in the hidden layer. 
Regarding the results of these tests, the neural network with 30 nodes in the hidden layer was selected as 
the best architecture for the model. The best results for each alternative are shown in Table 2. 
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Table. 2. The training and testing RMS errors of three alternatives for the ANN architecture. 
Number of Nodes in Hidden Layer Training Error Testing Error 

25 0.323 0.371 
30 0.107 0.181 
35 0.329 0.362 

After initial training of the neural network, testing the adaptation algorithm was done. Immediately upon 
running, the Data Comparison procedure started, it was seen that none of the current data pairs were 
identical to the data pairs in the initial data set. The current data pair was reflecting changed relationships 
between the inputs and outputs. Therefore one of the data pairs in the initial data set was replaced with the 
current data pair on each sampling cycle. The portion of new data increased rapidly but the error of the 
model was generally in the range of low to medium. The first retraining occurred after only 89 data pairs 
had been added to the initial data set. The training and testing errors after the first retraining process were 
respectively 0.104 and 0.443. The large testing error is likely due to a large diversity in the data pairs 
because of significant changes in the process. 

This result is rather unsatisfactory since the "old" data pairs used for initial training were being removed 
from the data set indicating that the collected data and hence, the trained network were unreliable. The 
historical data were collected over one year prior to implementation (July-September 1997) and since then, 
there were many process changes that occurred in the plant such as: 

AG mill installation replacing rod mills. 
Difficulty in the reconciliation of tonnage rate to Line 3. 
Change in soda ash consumption measurement. 
Measurement errors in certain data input 

The most important change was installation of the AG mill. AG milling has considerable effects on the 
variables and their relations such as grind size, ore liberation and pulp chemistry. The AG mill replaced all 
three rod mills (Line 1&2 and Line3), so the tonnage rate fed to the AG mill is much higher than that of the 
L3 rod mill. For purposes of applying the model, this tonnage was divided by three. However, it is possible 
that the tonnage to Line 3 circuit is different than this value from time to time. Thirdly, the soda ash 
consumption in L3 rod mill that was one of the important inputs into the initial neural network had a range 
of 1000-4000 g/t. This variable is now replaced by soda ash consumption in the AG mill with a range of 
1000-7000 g/t. As well, some inputs such as the density and mass flowrate of the 1st Cu/Pb cleaner feed, the 
xanthate consumption (g/t) in the Cu/Pb rougher stage and the cell level measurements had many errors for 
the entire historical data collection period which were only recognized in hindsight. 

The Novelty Filter in G2 
During implementation of this project, we were asked on several occasions: "why develop such a complex, 
customized, adaptive algorithm when G2 already has such a procedure?" Well, there are very important 
differences in the logic used in the G2 adaptive algorithm and the one developed in this project. 

In G2, if the Novelty Filter is attached to the data set collecting data pairs for training and testing, the data 
set is protected from being filled up with redundant data. Whenever a data pair is added to the data set, the 
Novelty Filter checks if there are more than a specified number of data pairs within a specified vicinity of 
the new data pair input variables and places such data pairs into a cell with the new data pair. The attributes 
of Points per Cell and Cell Size are configured by the user. An incoming data pair is judged to be novel if 
either of the following criteria is satisfied: 

• If the cell contains only the newly received data pair, the data pair is novel. 
• If the cell contains other data pairs, the filter averages the output values for those data pairs. 

If these averages differ from the new data output vector by a defined amount, the new data pair is 
novel and the other data pairs are discarded. 

For adaptation, G2 suggests attaching a Novelty Filter to the data set. The Novelty Filter determines when 
the number of novel data pairs reaches a certain level, and sends a signal to the Training block to begin 
retraining. Now that both algorithms have been described the differences are clear: 



974 

According to our algorithm, the frequency of a process relationship indicates its strength and is very 
important. Therefore in initial training, we did not try to collect only unique data pairs. Bear in mind 
that real-time data is read every 5 minutes allowing the creation of variety in the data as change occurs. 
In our adaptive algorithm, when data is replaced, although all data pairs that meet a particular 
condition are detected, only one is removed. We reason that if a certain relationship is identified 
several times, this indicates the importance of the relationship. Therefore it is incorrect to remove all 
data pairs in question. If a particular relationship no longer exists in the process, the arrival of new data 
pairs gradually removes the invalid ones and the data set is eventually adapted. 
The criterion to remove a data pair is also different. In G2, the age of the data pair is used but in our 
algorithm, the criterion is based on the Root Mean Squared Error which is preferred. 
Retraining in G2 depends on the amount of new data while our algorithm uses model error as well. 

CONCLUSION AND RECOMMENDATIONS 
A prototype adaptive Artificial Neural Network has been developed to predict the copper and lead assays of 
the Cu/Pb concentrate produced from the Line3 flotation circuit at the Brunswick Mining concentrator. The 
initial accuracy of the model was an RMS error of 0.107 for training data and 0.181 for testing data. Since 
the model actually predicts the rate of change in these assays and uses the actual assay from the previous 
cycle as input, these errors are viewed as acceptable starting points. 

Following implementation, it was quickly realized that the initial training data set did not match well with 
current plant relationships because of significant circuit changes and significant error in the measurement 
of some input data. The model began adapting itself after 89 cycles (-7.5 hours). Following this adaptation, 
a similar training RMS error of 0.103 was achieved but the testing RMS error was now 0.443 which is 
probably due to extreme diversity among the data pairs in the data set. Despite such an apparently large 
error, trend plots show reasonable correlation with the actual assays. As additional retraining occurs, we 
anticipate the error will settle into the range of 0.10-0.20 and the retraining period will increase to ~7 days. 

The need for phase lag calculations to synchronize data was apparent from the preliminary analysis of the 
data set. With real-time adaptation of these phase lags, we are able to adjust the model for changes in lag 
times on each specific variable. Future consideration should be given to separation of this phase lag into 
two components ~ a pure dead time lag and a first order process time constant. 

The model should be applied to other process assays. A separate neural network should be set up to predict 
each of the Cu, Pb and Zn assays of the Cu/Pb tailing, the Zn concentrate and the final tailing. As well, the 
Zn assay of the Cu/Pb concentrate may also be a useful variable to consider predicting. One key issue will 
be the cycle time required to run 12 networks in parallel with at least one network being retrained at the 
same time. We expect the time for these activities will be within the 5 minute cycle time of consecutive on- 
line XRF assays using current hardware and software. Recent data should be used to build these models as 
the data set is likely to be more representative of current ore and plant conditions than data one to two years 
old. Of the 58 input variables, about 10-12 were actually significant. The algorithm should be adapted to 
examine the variables and eliminate from training and running of the model, those which are unimportant. 

In future work, by applying the established model and using the knowledge of expert operators and 
metallurgists, a compensating feed-forward model-based control can be developed and applied. 
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ABSTRACT 
This work investigates the use of a direct neural network predictive controller applied to a grinding plant. A 
phenomenological model of the grinding plant is used to simulate the control strategies. The model is based 
on a mass balance and power consumption of the mill containing 32 particle size intervals. The controller 
neural network is trained by using an estimation of the error. Several tests are performed driving the 
nonlinear process to an operation point and then controlling it by training the N.N. on line, which enables 
monitoring of the range over which the neural controller is still valid, without having to conceive a linear 
model of the process. 

INTRODUCTION 
Artificial neural networks (ANN) have been developed to approximate relationships between multiple 
inputs and outputs [1,2,21]. The neural network (N.N.) is trained to develop these relationships with 
pertinent data. ANNs have received considerable attention in multivariable control system applications 
[16,17,18]. 

The model predictive control has been used successfully in several industrial plants. In the majority of these 
applications a linear model is used to predict the behavior of the plant over a specific horizon of interest 
[12,13]. As the majority of real industrial processes exhibit a nonlinear characteristics, some reseachers 
have extended the model predictive control technique in order to incorporate nonlinear models [14,15]. 

One of the most promising ways of avoiding the problem of defining the predictive model in an MPC is by 
using a N.N. as a black box representing the behavior of the nonlinear process [19,20]. 
Grinding control has been readily and thoroughly studied as grinding processes are costly and easily 
perturbed by changes in feed conditions. 

Methods ranging from simple to complex control techniques have been used in the control of grinding 
circuits. One of the simplest forms is the use of SISO PID control loops, which is particularly useful if the 
loops are decoupled and PIDs are well tuned. However, since decoupling rarely occurs, multivariable 
techniques such as the InverseNyquist Array (INA) are much more appropriate [3,4]. 

Modern control techniques including optimization are described by Herbst and Rajamani [5,6]. The method 
is based on a simple but accurate process model with an estimator such as the Kaiman Filter used to predict 
model parameters and states. An optimization algorithm determines the necessary control actions. 

An expert system employed in grinding and flotation control is described in [7]. The expert system based on 
pattern recognition is used as supervisory control which in turn is used to define the set points. 

Autogenous or semi-autogenous systems are particularly difficult to control. The problems associated with 
these types of system are described by Duckworth and Lynch [8]. The difficulty is caused by the greater 
influence of feed non-uniformity supplied to the mill grinding circuit; if the feed stream does not contain 
sufficient average size particles then circuit behavior rapidly deteriorates. Changes in mineral hardness and 
size distribution in the feed rate can have even greater effects upon circuit behavior 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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In this paper the control strategy proposed in [11] is evaluated upon a multivariable dynamic model of the 
CODELCO-ANDINA grinding plant. This plant has three sections (A, B and C), each one of them formed 
by a bar mill and three ball mills. 

The proposed schemes, with and without prediction, are compared with the multivariable INA technique 
presented in [10] on the same plant. The phenomenological model used in the study is described in [9] 
while the predictive N.N. controller was developed in [11]. 

MULTIVARIABLE CONTROL SCHEME 
Within these multivariable control configurations a comparison is made between a neural model with and a 
neural model without prediction error. The development of these schemes is presented in [11] . Figure 1 
shows both MIMO schemes with the grinding plant's process variables. 
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b. 

Fig. 1. Neural control configuration with process model. 
a. Without predictive network, b. With predictive network. 
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NEURAL NETWORK CHARACTERISTICS 
It was possible to determine the delays to be considered in the ANN following a series of preliminary tests 
and studies. For the Dynamic Simulator it was determined that the best choice was that of nonlinear network 
structures with the following characteristics: 

Controller Network 
- Four layers (Input, two hidden and output) 
- Input layer formed as: 

Two references with four delays each. 
[r 1 (k-1 ),r 1 (k-2),rl (k-3),rl (k-4),r2(k-1 ),r2(k-2),r2(k-3),r2(k-4)] 
Two outputs fedback with four delays each. 
[xl(k-l),xl(k-2),xl(k-3),xl(k-4),x2(k-l),x2(k-2),x2(k-3),x2(k-4)] 

- First hidden layer with 10 neurons and activation function tanh. 
- Second hidden layer with 5 neurons and activation function tanh. 
- Output layer with 2 neurons and linear activation function. 
- Sampling period 0.1 [min]. 

Identifier Network 
- Four layers (Input, two hidden and output) 
- Input layer formed as: 

Two inputs with four delays each. 
[ul (k-1 ),ul (k-2),ul (k-3),ul (k-4),u2(k-1 ),u2(k-2),u2(k-3),u2(k-4)] 
Two outputs fedback with four delays each. 
[x 1 (k-1 ),x 1 (k-2),x 1 (k-3),x 1 (k-4),x2(k-1 ),x2(k-2),x2(k-3),x2(k-4)] 

- First hidden layer with 10 neurons and activation function tanh. 
- Second hidden layer with 5 neurons and activation function tanh. 
- Output layer with 2 neurons and linear activation function. 
- Sampling period 0.1 [min]. 

Predictive Network 
- Four layers (Input, two hidden and output) 
- Input layer formed as: 

Two inputs with four delays each 
[ul(k-l),ul(k-2),ul(k-3),ul(k-4),u2(k-l),u2(k-2),u2(k-3),u2(k-4)] 
Two outputs fedback with four delays each. 
[x 1 (k-1 ),x 1 (k-2),x 1 (k-3),x 1 (k-4),x2(k-1 ),x2(k-2),x2(k-3),x2(k-4)] 
Two references with four delays each. 
[r 1 (k-1 ),rl (k-2),r 1 (k-3),rl (k-4),r2(k-1 ),r2(k-2),r2(k-3),r2(k-4)] 

- First hidden layer with 10 neurons and activation function tanh. 
- Second hidden layer with 5 neurons and activation function tanh. 
- Output layer with 2 neurons and linear activation function. 
- Sampling period 0.1 [min]. 
- Three prediction periods. 

[e 1 (k+1 ),e 1 (k+2),e 1 (k+3 ),e2(k+1 ),e2(k+2),e2(k+3)] 

GRINDING PLANT 
The CODELCO-Andina grinding plant has three sections denoted A, B and C, each one consisting of a bar 
mill and three ball mills operating in a closed inverse circuit with their respective hydrocyclones. Section C 
(shown in Figure 2) was chosen for analysis simply because it has the best instrumentation. 

The model used in this study corresponds to that implemented in a dynamic simulator presented in [9] the 
simulator was programmed in Turbo Pascal 7.0. 
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Fig. 2. Line 9 of Section C CODELCO-Andina grinding plant. 

SIMULATION TESTS 
The dynamic simulator was controlled using both predictive ANN schemes as described above. Fig. 3 and 4 
illustrate the system behavior when control passes from manual to automatic. Transient adaptation is 
observed for a short period that is necessary to enable the ANN to stabilize around the new operating point. 
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Fig. 3. Output variables when control is changed from manual to automatic. 
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Fig. 4. Control variables when control is changed from manual to automatic. 

Figures 5 and 6 show the response of the neural system without prediction. The evolution of variables N 
and D are plotted when changes in their references are produced. A small coupling between de D and N is 
observed in Figure 5, both during the transient and steady state regime. An oscillatory transient remains, 
which is more vigorous for density D. 
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Neural control with prediction is plotted in Figures 7 and 8. Plots for variables N and D are shown 
following changes in their references. Figure 8 reveals a smaller coupling effect than those shown in Figure 
6, under both transient and steady state regimes. The oscillatory effects are greatly diminished with this 
control scheme when compared to Figure 6. 
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CONCLUSION 
Generally speaking, longer training periods are needed if non linear neural networks are used in control 
schemes due to the greater number of weights to be adjusted. 

Insufficient training generates oscillations in the transient response. The output improved, in all tested 
cases, when predictive effects were included that diminished oscillations in the transient response. 
Due to the length of time needed to train the networks, it is more effective to update the network^ training 
on line at a low training rate. The only necessary offline training is then the initialization period. 

The results presented in this work are clearly better than those reported in [10] since good decoupling is 
achieved between the output variables and, independently, a more rapid control action is obtained (results 
not shown). 
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ABSTRACT 
The mining industry relies heavily upon empirical analysis for design and prediction. Neural networks are 
computer programs that use parallel processing, similar to the human brain, to analyze data for trends and 
correlation. Two practical neural network applications in the mining industry would berockburst prediction 
and stope dilution estimates. This paper summarizes neural network data analysis results for a 1995 
Goldcorp/Canmet study on rockbursting and a 1986 UBC/Canmet study on open stope dilution at the 
Ruttan Mine. 

INTRODUCTION 
Many aspects of mine design are based upon empirical data. Neural Networks analyze data and make 
predictions based on previous results. Neural networks have advantages over conventional empirical design 
approaches. These advantages include; 
• Neural networks can easily use multiple inputs to analyze data, 
• By using multiple hidden layers and nodes neural networks investigate the combined influence of inputs, 
• Neural networks can be easily retrained as new data becomes available making them a more dynamic 

and flexible empirical estimation approach, 
• Neural network software is inexpensive and easy to use, 
• Neural networks have demonstrated a more accurate empirical estimate over conventional methods. 
The advantages of using neural networks is illustrated in a rockburst prediction example and an open stope 
dilution example. 

ROCKBURST PREDICTION 
The first example of a potential situation where neural networks could be useful in the mining industry is 
the prediction of rockbursts through physical inputs. To quote directly from the Ontario Ministry of Labour 
"...we do not have the ability to predict when and where rockbursts will occur, and the experts in the field 
agree that we are not close to make such predictions" [1]. Between 1984 and 1993 eight underground 
miners were killed in Ontario due to rockbursts. This accounted for approximately 10% of underground 
fatalities during this period. If neural networks were to have success in predicting where rockbursts would 
occur additional ground support, remote equipment, and/or design modifications could reduce or possibly 
eliminate fatalities due to rockbursting. As safety is the primary responsibility of mining engineers, the 
potential for neural networks to assist in predicting rockburst inputs should be investigated. 

In 1995, a joint project was completed by Goldcorp Inc. and Canmet called "Development of Empirical 
Design Techniques in Burst Prone Ground at A. W. White Mine" [2]. Part of the study was to collect input 
information on rockburst, caving, ground wedge, and roof fall failures at the A. W. White Mine between 
1992 and 1995. This resulted in a failure database consisting of 88 ground failures with corresponding 
inputs for each failure. The six inputs collected for each failure were RMR [3], Q [4], span [5], SRF'P], 
RMR adjustment, and depth. These input factors were set up and run in a neural network with 73 examples 
being used for training and 15 examples being used to test the network. The output factor, stability, can be 
one of four failures [2] - PUN-RF (potentially unstable roof fall), PUN-GW (potentially unstable ground 
wedge), BUR (rockburst), and CAV (cave). A brief description of the input and output factors are listed below. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Input factors: 
RMR - The RMR system, initially developed by Bieniawski in 1973, [3] bases rock mass quality on five 
parameters. These parameters are: 

• uniaxial compressive strength of the rock 
• rock quality designation (RQD) 
• spacing of discontinuities 
• condition of discontinuity 
• ground water conditions. 

These factors are given a numerical value and totalled together to get an RMR value. This value will be a 
number between 0 and 100 with zero being very poor rock and 100 being extremely good rock. The ground 
water conditions were assumed to be dry conditions. 

Q - The Q factor refers to the rock quality tunnelling index [4]. Developed in 1974, by Barton, Lien andLunde, 
from the Norwegian Geotechnical Institute, the Q factor is based on six factors, which are: 

• RQD - rock quality designation 
• Jn - joint set number 
• Jr - joint roughness number 
• Ja - joint alteration number 
• Jw - joint water reduction factor 
• SRF - stress reduction factor. 

The actual Q formula is Q = RQD/Jn x Jr/Ja x Jw/SRF. 

The Jw/SRF factor was assumed to be 1.0 for this study because dry conditions are assumed stress is factored 
through modelling and strain measurements. The Q factor ranges on a logarithmic scale ranging from 0.001 to 
1,000 where 0.001 is extremely poor rock and 1,000 is virtually perfect rock. 

Span [5] - the meaning of span refers to the width of an underground opening in plan view. Span can be 
determined through the largest diameter of a circle within an underground excavation. 

SRF' [2] - refers to the adjusting of RMR values relative to stress ratios and previous history of ground 
conditions. It does not refer directly to SRF used in the calculation of Q. Stress criteria is based upon the ratio 
of induced stress over unconfined compressive strength (UCS) of the rock. 

Output Factors 
Burst - refers to a stope in which a rockburst has occurred. A rockburst is an instantaneous rock failure in or 
about an excavated area characterized/accompanied by a shock or tremor in the surrounding rock. 

PUN-RF - refers to potentially unstable ground with respect to a roof fall. A stope is considered potentially 
unstable if any of the following conditions occur [2]: 

• the opening may exhibit strong discontinuities having orientations that form potential wedges in the back 
• extra ground support may have been installed to prevent a potential fall of ground 
• instrumentation installed in the stope has recorded continuing movement of the stope back 
• there may be an increased frequency of ground working or scaling. 

PUN-GW - refers to a stope considered potentially unstable due to the likelihood of a ground wedge failure. 
This is a subset of PUN-RF collected separately to identify areas where jointing may result in wedge failures. 

Cave - refers to when uncontrolled ground failures result in caving. 
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NEURAL NETWORK ANALYSIS 
The above inputs and outputs were run on a neural network to see if a neural network could predict output 
results from the input data and also to see which inputs had the greatest effect on output prediction. A two layer 
network consisting of 13 nodes was run for 10105 cycles reaching a 1.69 percent error. Seventy three 
observations were used to train the network. The remaining 15 observations were used to test the networks 
predicting ability. 

The results of the neural network shows that the network correctly predicted all outputs from the training data. 
The reason that this is not surprising is that the network used these 73 observations for prediction training. 
However, the neural network also predicted burst conditions on the test data which was new data for the neural 
network. The network appears to have trouble distinguishing between PUN-GW and PUN-RF but predicted 
burst conditions on every occasion. The fact that burst conditions were predicted on each occasion was 
promising with respect to the possibility that neural networks may be a useful tool to predictrockbursts. 

It appears from this database, that SRF has the most significant effect on predicting rockbursts. The bias node, 
Q, and adjusted RMR are also significant while RMR, span, and depth appear to have a lesser effect. It is not 
surprising that SRF has the most significance as it is a factor given to rock according to itfc previous history of 
burst proneness. A larger database with stable openings included is necessary to gain confidence in neural 
network predictions and the influence of input factors. 

This example, by simultaneously analyzing several inputs, shows that neural networks can provide an effective 
tool for predicting rockbursts. Further work varying error, the number of nodes, layers and cycles could 
improve the network using this database. However, a larger database with more input factors could make a 
neural network a more effective burst predicting tool that could be practically applied in the mining industry. 

NEURAL NET/FORMULA DILUTION PREDICTION COMPARISON 
In an effort to compare neural net results with conventional formulae estimates, neural net predictions were 
compared with three formulas developed through a database collected from the Ruttan Mine. The formulas 
being compared are from three stope configurations: isolated stopes, echelon stopes, and rib stopes [6]. 

Isolated Stopes (61 observations) 

1. Dil(%) = 5.9 - 0.08(RMR) - O.OIO(ER) + 0.98(HR) 
Echelon Stopes (44 obs) 

2. Dil(%) = 8.8 - 0.12(RMR) - 0.18(ER) + 0.8(HR) 
Rib Stopes (28 obs) 

3. Dil(%) =16.1- 0.22(RMR) -0.11 (ER) + 0.9(HR) 
where: 

DIL(%) - Stope Dilution (%), ie. 10%, DIL(%) = 10 
RMR - CSIR Rock Mass Rating (%), ie. 60%, RMR = 60 
ER - Exposure Rate as Volume removed (metres cubed)/mth/stope width (m) 
HR - Hydraulic Radius (m) of exposed stope wall 

Neural nets were developed from the same databases that these formulae were developed. The neural net 
predictions on unseen data (not in the original databases) were compared with the formulae estimates. This 
was done to provide insight into the effectiveness of neural net predictions compared with statistically 
developed formulae estimates. The neural networks were not optimized. 
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The neural networks were trained using one hidden layer of two unseen nodes. Each neural net was trained 
on the entire original database for each stope configuration. The neural net trained on the rib stope database 
was trained to eight percent error, the neural nets trained on the echelon and isolated stope databases were 
each trained to 10 percent training error. These neural nets were then used to predict dilution on new unseen 
data and compared with the respective formula dilution estimates. The differences in the actual dilution 
from the neural net and formula predictions were compared for each stope and the combined averages of the 
stopes for each stope configuration. Figure 1 charts the average percent error between the neural net and 
formula predictions. 

AVERAGE PERCENT ERROR OF NEURAL NET PREDICTION (SERIES 1) AND FORMULA 
PREDICTION (SERIES 2) 
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Fig. 1. Average Neural Net / Formula Error Over Actual Average Dilution 

For the unseen rib stope data, the neural net had an average error of 3.2 percent dilution and the formula 
had an average error of 5.1 percent dilution. For the echelon unseenstope data the neural net had an average 
error of 1.8 percent while the formula had an average error of 3.9 percent. For the two unseen isolated 
stopes the neural net had an average error of 0.9 percent while the formula had an average error of 0.6 
percent. As the rib stope and echelon unseen databases were significantly larger than the isolated stope 
unseen database the neural network showed a clear improvement over the formula estimates. The improved 
performance of the neural net predictions in this example over the statistically derived formulas suggest that 
neural nets can have better predictions than conventional formula predictions. 

CONCLUSION 
The Goldcorp/Canmet example shows that neural networks can provide an effective tool for predicting 
rockbursts. Further work varying error, the number of nodes, layers and cycles could improve the network 
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using this database. However, a larger database with more input factors would make a neural network a more 
effective burst predicting tool. Additional inputs for each failure may include: induced stress (map3d), 
hydraulic radius, presence of raises, microseismic data, faults or dikes, ground support; type of heading, and if 
active mining is in the vicinity. 

The improved accuracy of the neural net dilution predictions over the statistically derived dilution formulas 
suggest that neural nets can produce more accurate estimates over conventional empirical methods. The 
need to having adequate amounts of input data was demonstrated as the training error improved on the 
smaller stope dilution databases but the accuracy of predictions on unseen data decreased for the smaller 
databases. Besides improved accuracy, the added neural net advantages of multiple inputs and the 
continuous ability to retrain the neural nets should improve empirical estimates in the mining industry. 
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ABSTRACT 
This paper describes the development and evaluation of neural network-based systems for industrial 
resistance spot welding process control and weld quality assessment. The developed systems utilize recurrent 
neural networks for process control and both recurrent networks and static networks for quality prediction. 
The first section describes a system capable of both welding process control and real-time weld quality 
assessment. The second describes the development and evaluation of a static neural network-based weld 
quality assessment system that relied on experimental design to limit the influence of environmental 
variability. Relevant data analysis methods are also discussed. The weld classifier resulting from the 
analysis successfully balances predictive power and simplicity of interpretation. The results presented for 
both systems demonstrate clearly that neural networks can be employed to address two significant problems 
common to the resistance spot welding industry, control of the process itself, and non-destructive 
determination of resulting weld quality. 

INTRODUCTION 
Several factors may influence the quality of a forming resistance spot weld. Among the more important of 
these are failures in weld tip geometry, improper alignment of welder electrodes and metal surfaces to be 
joined, dirt and corrosion on the electrodes and/or metal surfaces, and uncompensated variations in AC 
supply voltage. Each of these may influence the principal variables (the welder output current and weld tip 
voltage drop) to which the weld control/quality assessment system is permitted to have access. Of primary 
importance is the signature defined by the temporal variations of these two quantities. 

The first task of the work reported here was to develop a system able to control the resistance spot welding 
process in real time. Realization of such a capability depended critically on developing methods to detect 
and compensate for influential factors on a short-enough time scale to support modulation of an evolving 
weld. The recurrent neural network system developed for this purpose is discussed in the next section. 

The second task was to develop a system able to perform an a-posteriori weld quality assessment. In one 
approach, the recurrent neural network developed as part of the first task was adapted to produce evolving 
evaluations of welding signatures and extract from them a measure of weld quality. In an alternative 
approach, a static neural network was incorporated into an adaptive system that proved able to determine 
weld quality by predicting key characteristics of the weld - nugget size and indentation - and by the 
subsequent mapping of these characteristics onto a pass/fail classification. 

EXPERIMENTS IN WELD EVOLUTION CAPTURE FOR PROCESS CONTROL 
AND QUALITY ASSESSMENT 
Critically important to the production of quality spot welds is application of appropriate welding current for 
a time sufficient to ensure formation of the weld nugget and short enough to avoid undesirable effects (e.g., 
excessive denting of the material surfaces and thinning of the weld region due to prolonged application of 
electrode pressure). A reliable indicator of the onset of these and other problems is expulsion of weld 
material occurring when the forming weld nugget begins to exceed in volume that which can be effectively 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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contained within the electrode boundaries. Welding current should be (indeed, should already have been) 
removed when this onset is detected. In many spot welding control systems, this detection is effected by real- 
time analysis of derivatives of the weld resistance versus time history of the welding process. Since a control 
function that results from such an analysis, must occur after the analysis has determined the onset of 
expulsion, weld integrity may be irreversibly compromised before the welding process can be terminated. 

Real-Time Weld Evolution Prediction 
In preparing for the investigation of real-time prediction of weld characteristics, a commercial automotive 
spot welding apparatus and controller were installed in our laboratory and provided with a high-speed data 
acquisition system capable of acquiring weld data at speeds adequate for the purposes of developing a real- 
time process control system. Also included in the system was a "compensation coil" from which data could 
be derived for counteracting the inductive effects of the very large welding currents. Compensation data 
were also employed to support a sensing system that eliminated the necessity for making tip voltage 
measurements at the welding electrodes themselves, an important consideration in an industrial setting. 

The first experiments with the laboratory welding apparatus were designed to demonstrate the feasibility of 
real-time prediction of dynamic resistance values during weld production. If such prediction was possible 
and reliable, these results could be trivially incorporated into a real-time weld-termination system and, with 
somewhat more effort, into a dynamic weld-control system as well. The network(s) employed for this 
purpose were simple feed-forward recurrent perceptrons enhanced with several sets of integrating shift- 
register input nodes through which signals fed back from an intermediate layer were cycled with each 
presentation at the normal input nodes of new welding data. Each set of shift-register nodes was 
characterized by a unique time constant, the individual values chosen to optimize the "historical" memory of 
the network. For these studies, the interval between measured welding data and the ensuing predicted values 
was limited to no more than three weld cycles. Figure 1 depicts the network predictions for weld resistance 
together with the observed resistance values for a series of 49 resistance spot welds of duration spanning a 
few to a few tens of weld cycles. Note that the welds were not obtained in succession, as the figure suggests. 
Rather, prediction results from the 49 welds were combined in a single data set to simplify subsequent 
analysis. In any case, the predicted values are so nearly identical to the subsequently observed values 
(which, for display and comparison purposes, were shifted into registry with the observed data) that the 
disparities are scarcely visible at the scale of the figure. Thus, it was concluded that, at the very least, 
dynamic control of the weld termination process could be effected with the developed system. 

Fig. 1. a. Network prediction vs. observed resistance;    b. Expanded representation of Fig. 1. a. 

WELD QUALITY ASSESSMENT WITH ATTRACTOR NEURAL NETWORKS 
Development of an attractor-based weld classification system represents a natural extension of the real-time 
dynamic weld-termination system described above. The method is suitable for application in the context of 
real-time welding environments and in a-posteriori assessment of previously acquired welding data. 

Central to the attractor method is a novel dynamic network training mechanism derived from consideration 
of two aspects of weld classification. It would be entirely unreasonable to expect a system to determine weld 
quality on the basis of data representing only the first few weld cycles (or the middle or last few, for that 
matter). On the other hand, it is reasonable to expect the weld quality estimate to improve as more and more 
cycles of a particular weld event are completed. So whatever a system might do in response to temporally- 
evolving data for which a final "Good / Bad" rating is required, it should be done in a manner such that (1) 
very little response is given during the initial phase of data presentation (i.e., the first few weld cycles) and 
(2) a very stable response is obtained during the final moments of data presentation (i.e., the last few weld 
cycles). This requirement is realized in an attractor network by imposing on the training goal, a signal having 
the form of a (suitably offset) square root of a half-sine, a function with relatively modest and slowly varying 
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slopes at the two extrema and a much higher slope throughout a broad central region. During training, welds 
known to be good were forced to define a training function beginning at half full node output and following 
the square root of a half-sine function to maximum output at the end of the weld (regardless of the number of 
weld half-cycles in the complete weld). Welds known to be bad were forced to define a training function 
beginning at half full node output and following the square root of an inverted half-sine function to minimum 
output at the end of the weld (also irrespective of the total number of weld half-cycles). The endpoints for 
"good" and "bad" welds define two attractor basins for the network. 

The network developed for the time-dependent classification task was very similar in form to the recurrent 
network described above and comprised an input layer, a single hidden layer, and an output layer. The input 
layer for a typical classification network included sixteen nodes devoted to the single-cycle near-peak values 
of the time-varying V and I (eight for V, eight for I), several nodes for the "static" weld parameters, and 
three node groups arranged as a sort of block shift register, each of the blocks being characterized by a 
successively longer integration time than its neighbor (and its signal source). "Previous-cycle" hidden layer 
outputs were mapped onto the nodes of the first of these three groups and subsequently shifted leftward one 
block per weld half-cycle. This network proved surprisingly adept at classifying weld quality as long as 
training data and test data were acquired with the same welding apparatus. Moreover, such a network on 
several occasions correctly assessed a weld that a human weld assessor had misclassified. Perhaps most 
intriguing is the fact that the attractor networks demonstrated a capability for recovering from initial error. 
Thus, the output response for a weld ultimately properly rated as "good" could, if welding conditions were 
initially ambiguous, swing in the opposite direction for several cycles before moving toward, and finally to, 
the proper classification endpoint (attractor). Those welds which properly fell along the boundary between 
good and bad led to oscillatory network responses with network output never moving far from half full 
output value. 

Figure 2 shows trained network responses for a series of 30 welds of various durations. Of these, 10% were 
previously unseen by the network. Although overall classification accuracy was of the same order as that 
exhibited by the static network in the next section (95-98 %), the ability conferred by the attractor network to 
deal with dynamic systems would appear to provide advantage when "real-time" operation is required. 

WELD QUALITY ASSESSMENT WITH STATIC NEURAL NETWORKS 
The development of the static network method for weld quality assessment arose as a result of an attempt to 
develop software that would exhibit minimum sensitivity to the effects of significant, but not quantified, 
variability of welding process parameters. This section covers data analysis, neural network design, and 
results obtained in using the static neural network classifier. Two experimental designs, the second narrower 
in focus than the first, define the scope of the presented material. Figure 3 is a high-level representation of 
the components comprising the static weld classification system. 

Preliminary Data Analysis and Neural Network Design 
Data analysis for the static network system was performed in the context of three time-varying parameters, 
current through the secondary winding of the welder transformer (I), welder transformer secondary voltage 
(V), and the voltage appearing at the previously noted "compensation" coil (Vc). An exploratory data 
analysis performed on a number of other process parameters (e.g., SCR voltage, SCR firing angle, power 
factor) suggested that the information content of these variables was not significant. 

In order to represent the time dependent I, V, and Vc values to the static network, these data were unfolded 
into the components of a static, multi-block, input vector of which each block represented data for a single 
weld half cycle. Desired outputs of the network classifier were taken to represent "PASS" and "FAIL" 
values for weld quality. It should be noted, however, that the network was not forced to learn the mapping of 
weld data to weld quality directly. Instead, the classifier system was constructed so its two outputs computed 
the values of two spot weld attributes on which classification is traditionally based, the nugget size (NS) and 
the indentation value (Ind). The computed values for NS and Ind were used, not directly in a classification 
formula, but to identify "updated" threshold values in the weld classification algorithm. 
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Fig. 2. Weld quality prediction with recurrent network. 

The rationale for this treatment of network output followed from the requirement to manage the variations in 
unobserved parameters in an optimal manner with respect to the classification task. This requirement arose in 
turn from the earlier established fact that the information content of the measured variables (I, V, and Vc) 
did not appear sufficient to lead to construction of a static network-based classifier of the desired accuracy. 
This forced a trade-off among classifier characteristics. In particular, it was deemed better to be able to 
classify correctly all failing welds at the expense of incorrectly classifying some of the good welds as failing 
rather than to risk mis-identification of failing welds. Network-computed values for NS and Ind supported a 
classification threshold update scheme by which this trade-off was effected. 

Experimental Design #1 
The defining condition for the first experimental design was to maintain a realistic level of difficulty for the 
classification task in the context of a reduced, yet significant, variation in welding schedules. Controlled 
variables were limited to Tip Force, Number of Weld Cycles, Weld Current, and Upslope Current. A training 
data set of 144 experimental welds divided into three groups was created. The groups were defined by Tip 
Force values of 400, 500, and 600 lb., respectively. Within each of these three groups, the number of weld 
cycles was limited to the values 4, 6, and 8. Finally, for each fixed number of weld cycles within each of the 
3 groups, both Upslope Current and Weld Current were varied simultaneously to obtain 16 different 
combinations. Sixteen additional welds were created for use as testing data. Parameters for this group of 
welds were intentionally chosen as duplicates of those of members of a previous subgroup. 

Analysis of Experimental Results #1 
The primary purpose of experiment #1 data analysis was to identify a "signature" of the welding process that 
would allow reliable classification of resistance spot welds. Two important points emerged: (1) most process 
parameters (e.g., Power Factor, Firing Angle) do not appear to contain discriminating information relevant to 
the classification task; and (2) the raw, unprocessed input signals (V, I, and Vc) are not by themselves 
sufficiently discriminating for the static network-based classification task. 

At this point, we made use of previous work on the Dynamic Resistance Curve [1] to try to find a more 
suitable representation for classification. The important result was that raw input signals (for V and I), when 
transformed into points on the dynamic resistance curve clearly contained discriminating information. The 
nature of signal acquisition used in these studies suggests that a compensation representation shown in Eq. 1 
can recover the approximate form of the dynamic resistance for a k = 5.0. 
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R = (V-k*Vc)/I 1. 

Neural Network Classifier Design for Experimental Results #1 
The architecture for the first static network-based classifier was a simple Perceptron comprising an input 
layer, a single hidden layer, and an output layer. The number of input units depended on the number of weld 
cycles in the experimental group with which the network was associated. For example, the second group of 
weld experiments was defined by 6 Up Slope cycles and 6 Weld cycles. So the associated network included 
24 input units (two for each complete AC cycle, or one per each so-called "weld half-cycle"). The signal 
represented by each unit was taken as the value of the "dynamic resistance" computed according to Eq.l. 
Two output units were included in all static classification networks, one to compute the Nugget Size, the 
other for the Indentation value. Network training involved a form of cross-validation wherein the complete 
data set for any one experimental group was divided into various training and testing sets. 
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Fig. 3. Functional representation of "static" weld quality prediction system. 

Although the classification accuracy observed in the cross-validation tests was observed to be in excess of 
80%, the performance of the classifier was relatively poor in those cases for which the welds were either 
marginally passing or marginally failing. The experiment described in the next section was designed to 
investigate whether classification performance could be improved for such marginal cases. 

Experimental Design #2 
For the second experiment, the number of controlled variables whose values were varied was further 
constrained. The intent was to investigate whether classifier accuracy would increase given training cases 
covering a limited sub-space of the welding process parameters. 

Data for the second experiment comprised 96 training instances divided into two groups and 16 testing 
instances. The Tip Force was held constant at 500 lb. and the Welding Cycle value was fixed at 6. The only 
variable parameters were the Upslope Current and the Welding Current. For the training set, these were 
varied to obtain 16 combinations. For each of these combinations, three experimental welds were generated 
so as to capture the effect of the unobservable variables. Each of the first two groups of experimental welds 
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thus bore 16 x 3 = 48 welds. The third testing group included a single weld for each of the 16 Upslope 
Current/Welding Current combinations. 

Analysis of Experimental Results #2 
Data analysis for the second experiment confirmed the previous finding that there is a significant correlation 
between the data points transformed so as to represent a dynamic resistance curve and the changes in 
Indentation and Nugget Size variables. However, it was also clear that, in borderline cases in which welds 
were either marginally passing or marginally failing, the constructed dynamic resistance curves did not 
exhibit visible discriminating characteristics. The task was now to determine if a neural network classifier 
could extract features that were not obvious from visual inspection of these data points. 

Neural Network Classifier Design for Experimental Results #2 
The neural network architecture for the second set of experiments was identical to that employed in the 
previous stage. However, a "power" representation of weld parameters (Eq. 2, below), rather than the 
expression of Eq. 1, was used to represent the dynamic resistance curve points to the network classifier. 

P = (V - k*Vc) * I 2. 

Results of network training involving the power representation of dynamic resistance were substantially 
improved relative to those of the earlier employed "static" schemes. In the cross-validation tests, the 
classification performance was now observed to be in excess of 95%. When the constructed network 
classifier was tested on the cases from the previous experimental design #1, the same result was observed. 
This held true irrespective of the fact that the Tip Force in experimental run #1 was in some cases different 
from that employed in the present experiment. Parallel validation experiments were performed in the 
laboratory and welding shop environments with similar results. 

CONCLUDING REMARKS 
The studies reported here offer clear evidence that relatively simply obtained resistance spot welding data 
embody signatures that can be extracted and employed for weld quality assessment. The observed 95% 
classification accuracy for a series of experimental runs performed at significantly different times and for 
different process parameters suggests considerable potential for the static network method. The dynamic 
method, although less extensively studied, appears to offer considerable potential in applications for which 
the ability to perform classifications during the evolution of a physical process is of importance. 

At the most general level, we assert that we have demonstrated that neural networks can be used to address 
two significant problems confronting the resistance spot welding industry: control of the process itself, and 
both real-time and rapid a-posteriori determination of completed weld quality. The primary objective of 
future work is to conduct experiments and modeling studies to validate neural network technology and 
determine its suitability for quality assessment within a broader industrial context. The main task to complete 
is to evaluate the sensitivity and robustness of the developed neural network-based approach. 
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ABSTRACT 
In this paper, we propose a neural network system for verifying whether a mouth or eyes can be extracted 
from an image area by Back Propagation (BP). It is necessary to test the proposed system in a noisy 
environment. In this paper, the model of neural network system for recognizing a mouth is based on the 
function of peripheral vision. In our research, a mouth has distinct properties of brightness in the right 
corner of the mouth, the left corner of the mouth, the tip of nose, and the nostril. Furthermore we 
discovered that humans commonly observe these properties of the mouth regardless of the brightness of 
lighting, different colors of the mouth, or different form of the mouth. By using these features, we designed 
an associative memory neural network for the verification. 

INTRODUCTION 
The face is one of the most important clues to identify a person in a scene in the visual system. In 
particular, an eye and a mouth are the important clues to recognize a person. In our research group, we 
designed a human recognition system using neural networks by detecting and grouping facial parts [1,2]. 
The system of detecting facial parts extracts an eye and mouth from an input image by BP. Although the 
system can extract eyes and mouth in short computational time, it does not perform well in noisy 
conditions. It is also difficult to normalize a position and a size of image. This detecting system often 
misidentifies the facial parts due to the positional gap or the different size of facial parts. 

Since a human cannot completely recognize an object in a small image, a larger image to recognize it is 
often substituted [3,4]. The large size of a visual field to perceive an object is divided into some regions. 
Generally the visual information is processed on the center of the field with high resolution, and on the 
periphery of the field with low resolution [5]. The color is perceived by cones on the center of the retina. 
Humans do not distinguish color in the peripheral area of the visual field. Only the contrast of brightness is 
perceived by the rods on the periphery of the retina. In the 1930's, physiologists revealed that humans 
segregate a figure and ground by the contrast of brightness to perceive a figure in a scene. Human eyes can 
perceive an object in different brightness of lighting, by extracting the contrast between the figure andthe 
ground. For example, we can read a book in a brightly or darkly lit room. This phenomena is called "light 
and dark adaptation of the eye" [6,7]. 

The purpose of our research is to simulate a biological model which can precisely recognize and verify an 
eye and a mouth extracted by BP. A system to verify an eye using an associative memory MAM has been 
proposed [8]. In this paper, we show the system performance. In the simulation, we tested image sizes 
between 16x16 and 52x52, and found that 32x32 is the best size for our system to verify a mouth in an 
image. Our system recognizes a mouth by linking related features around the mouth even when the image 
contains noisy data. 

EXTRACTING THE FEATURES OF THE MOUTH 
In our research on recognizing the mouth in the image, we discovered that both corners of the mouth and 
the nose have some distinct properties as shown in Fig. 1. The ratio of the brightness was calculated on 
each area which showed the property of the mouth. These properties are observed in the closed or opened 
mouth, regardless of lighting conditions, individual variation, or the mouth form. This valuable information 
enables us to extract the mouth in an image. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 



996 

the tip 
of the nose 

-•■The corner 
of the mouth 

100 

the left corner 
of the mouth 

50 
the rigr 

x   145     155      165 

Fig. 1. The properties of brightness contrast are shown in the circled area with broken line: The xy- 
plane represents the pixel position in an image, and the z-axis represents the pixel brightness. 
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Fig. 2. The mouths and eyes in the small images: (a), (b) are the closed mouths, 
(c) is the opened mouth, (d) is the opened eye, and (e) is the closed eye. 

First, we cut out a 16X16 image from the original image to test if the mouth is recognized in the image by 
a human. The mouth was not identified clearly in the 16X16 image, because the 16X16 image is too small 
to recognize the mouth as shown in Fig. 2. Therefore, we cut out a 36X36 image from the original image 
again and tried to recognize the mouth. With a 36X36 image, the mouth was identified clearly in the 
image. Lastly, we cut out a 52X52 image from the original image again and tried to recognize the mouth. 
Although we can also recognize the mouth in the 52X52 image, a 52X52 image contains redundant 
information such as noise. We cannot represent the features of mouth simply in our system by 52X 52 
images because of the noise. 

As a result, we concluded that a 36X36 image is the best image to recognize the mouth (see Fig. 2), and we 
cut out a 36X36 images as input data in our system. The coordinates of the mouth detected by BP is not 
always just on the center of the mouth because of the positional gap. Therefore, we cut out a 36X36 image 
scanning from a 52X52 image to verify the mouth independent of the positional gap between the mouth 
position in the image and the coordinates of the mouth detected by BP. Nine 36X36 images are cut out 
from the 52X52 image scanning it by each 8 pixels from end to end, and twenty-four 36X36 images are 
cut out by scanning the 52X52 image by each 2 pixels around the center of the 52X52 image as shown in 
Fig. 3. 
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tf* ■ 
Fig. 3. A method of sampling a mouth. 

In our system, the ratios of brightness contrast/^ (N= 1-9) are calculated for each area around the mouth 
based on Eq.l. The method for calculating the ratio is explained using Fig. 4. These ratios are fed to MAM 
described in the next section. The ratios are calculated in the different size images of mouths due to 
different distances from the camera to a person and individual variation. We calculated the ratio changing 
the size and position in the 36X36 image three times. In the result, we calculated six ratios, (Rh R2) X 3, 
representing the right corner of the mouth, six ratios, (R3, R4) X 3, representing the left corner of the 
mouth, and fifteen ratios, (R5, R6, R7, Rs, R9) X 3, representing the nose. These values (R,,...,R9) are 
assigned to three-layers as the input vectors as shown in Fig. 5 where BRN defines the brightest pixel in 
part-N, and DA„ defines the darkest pixel in part-N in Eq. 1 

(0):par1>N 

Ä, = DA2+BR, 

R4=DA5+BR6 

R7=DAl0+BRz 

Fig. 4. Template for calculating the ratio. 

R2=DA2+BR3 

Ri=DA9^BRi 

Rs=DAn+BRg 

R3 = DA5 ■*■ BR4 

R6=DA^BRS 

Rq = BR\ | -s- B/?8 

VERIFYING THE EYE USING MAM 
MAM [9] is one of the associative memory neural networks, which recalls a pattern by linking several 
restored patterns together (see Fig. 5.). First, four training patterns (X,, Y,, Zi),....,{X4, Y4, Z4) were prepared 
as shown in Table 1. These patterns are the bipolar data groups. The three patterns (pattern-1,2,3) represent 
the features of a mouth, and pattern-4 represents the features of non-mouth parts. The values of three 
training patterns (pattern-1, 2, 3 in Table 1) are set as bipolar, that is, 1 or-1. If-1 is assigned as the value 
of pattern-4, some training patterns cannot be recalled since there is correlation between the four training 
patterns (pattern-1-4). Therefore, we assigned-1.9 as the values of pattern-4, and pattern-4 is recalled [10]. 

Next, the sets of three vectors (A, B, Q were prepared as input data to MAM: Vector^ represents the right 
corner of the mouth and vector B represents the left corner while vector C represents the nose. Then one of 
the training patterns was recalled. In our simulation, we assigned bipolar data to a 6-D vector A, a 6-D 
vector B, and a 15-D vector C (see Fig. 5.). The values of vectors, (a^..^, bi,..,b6, and Ci,..,Ci5), were 
calculated based on the condition of R„ in Table 3. We assigned 1 to the values of vectors, (A, B, C), ifR „ 
is within the range shown in Table 3, otherwise we assigned -1 to the values of vectors, (A, B, Q. In the 
same way, bipolar data was assigned to values of three vectors, (A, B, Q, as in Fig. 5. In our system, the 
properties of brightness around the mouth are represented by these vectors. 
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Table 1. Training patterns for three mouth images of different sizes and a non-mouth image; Vector X is 
stored in layer-1, vector Y is stored in layer-2, vector Z is stored in layer-3 of MAM. 

Pattern Vector 

Pattern for X, 1 1 -1 -1 -1 -1 
large mouth Y, -1 -1 -1 -1 1 1 

image 1 
I, 1 1 1 1 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 

Pattern for X, -1 -1 1 1 -1 -1 
medium r, -1 -1 1 1 -1 -1 
mouth 

image 2 Zi -1 -1 -1 -1 -1 1 1 1 1 1 -1 -1 -1 -1 

Pattern for X, -1 -1 -1 -1 1 1 
small mouth Y, 1 1 -1 -1 -1 -1 

image 3 
4 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1          1 1 

Pattern for X4 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 
non-mouth Y4 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 

image 4 z4 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9 -1.9      -1.9      -1.9 

layer-1 

The feature of 
tte eyelid and eye brow I 

'23 ^J 4 ■ 

R;33^34> 

35   36    37 .38    39 

The input for layer-1: A 

The input for layer-2: B 
(b, b2b? b4 b, b6 ) 

layer-2 
The input for layer-3 :C 

Fig. 5. Input vectors for three layer multidirectional associative memory. 

Table 2. The range of R„ (Ri~R9were calculated based on Eq.l„) 

an The range of R „ K The range of 7? „ cn 
The range of R „ 

°l 0.30 <Ä, <0.55 by 0.30 <R3< 0.55 Cl 0.30 <RS< 0.60 

a2 0.30 <R2 <0.55 b2 0.30 < tf4 < 0.55 c2 0.30 <Ä6< 0.60 

C3 0.60 <Ä7< 0.85 

^4 0.60 <RS< 0.85 

<?5 0.95 <R9 <1.25 

SIMULATION RESULTS 
In the simulation, we used three images of mouth and an image of eye extracted by BP as shown in Table 3. 
When (A, B, Q was given to MAM as an initial state, MAM converged to the steady state (Afi Bf, Cj). 
Image-1 and Image-2 represent different sizes of the mouth. Image-1 and Image-3 represent the mouths in 
different lighting conditions. The brightness of lighting is 500 lux for Image-1, and 58 lux for Image-3. We 
also tested the mouth image in dark lighting condition (18 lux), and our system can hardly distinguish 
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between mouth and eye because of the weak contrast of brightness of the mouth and nose. When the 
brightness of lighting is 18 lux in the image, the rate of correct recall decreased to 12.5%. 

We prepared five patterns, (templates 1 to 5 as shown in Table 5. as templates of mouths to verify whether 
the input images include the mouth or not. If the steady state coincides with one of the five mouth 
templates, we determine the input image as a mouth. Template-1, 2, and 3 represent the training patterns. 
Template-4 and Template-5 represent the patterns, one of which is recalled when the input image includes 
the properties of two different mouth sizes. In all three cases of the mouth (image-1 ~3), one of the mouth 
templates is recalled by MAM as the steady state. In the case of the eye, (image-4), non-mouth template 
pattern-4 is recalled by MAM as the steady state. It took about only 1 second for this simulation. The 
simulation program was written in C language and simulated on SUN Ultra2 (2 x 168MHz). We prepared 
40 eye patterns and 40 mouth patterns as test data in all simulations, and the rate of correct recall is 813%. 

Table 3. Simulation Results; Vectors (A, B, C) are the input for each layer of MAM, 
and vectors (Aß Bf, Cf) are the steady states of MAM. 

Image State Vector 

1 Initial 
A 

B 

C 

-1-11         1       -1       -1 

1111-1-1 

-1-111-1111                     1-1-11-11 

Steady 
Af 

ßf 

Cf 

-1-11111 

1111-1-1 

-1-1-1-1-11111111111 

2 
"-IQJI— 

Initial 
A 

B 

C 

1        1-1-1       -1       -1 

-1-11111 

11-11-11-1-1-11        -1       -1       -1       -1       -1 

Steady 
Af 

Bf 

Cf 

1111-1-1 

-1-11111 

1111111111-1-1-1-1-1 

3 Initial 
A 

B 

C 

-1-11         1       -1       -1 

-11        1         1-1-1 

1-1-11        1         1         1         1-1-1-1-1       -1       -1       -1 

Steady 
As 

Bf 

Cf 

-1-11         1        -1       -1 

-1-11         1       -1       -1 

-1-1-1-1-111111        -1       -1       -1       -I       -1 

4 Initial 
A 

B 

C 

-1       -1       -1-11         1 

1        l-i-l       -1       -1 

-1       -1       -1       -1-11         1        -1       -1       -1       -1       -1       -1       -1       -1 

Steady 
Af 

Bf 

-1       -1       -1       -1       -1       -1 

DISCUSSION 
It is very difficult to identify a mouth and eye completely in a small image, because the small image does 
not contain a conclusive clue to identify the mouth and eye. We cannot distinguish the mouth from the eye 
in 16x16 image, since the difference between eye and mouth is not obvious as shown in Fig. 2. Particularly, 
the closed eye tends to be mistaken for the mouth in the images. Therefore, the small image is inadequate to 
design the recognition system of the facial parts. 
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Table 4. Five templates of the mouth. 

template layer Vector 

Template-1 
1 

2 

3 

1          1-1-1        -1        -1 

-1        -1        -l-ii          l 

1          1          1          1          l-l-l-l-i-i -1 -1 -1 -1 -1 

Template-2 
1 

2 

3 

-1-11          1         -1        -1 

-1-11          1         -1        -1 

-1-1-1-1-111          111 -1 -1 -1 -1 -1 

Template-3 
1 

2 

3 

-1        -1        -l-ii          l 

1          1-1-1        -1        -1 

-1        -1        -1        -1        -1        -1        -1        -1        -1        -1 1 1 1 1 1 

Template-4 
1 

2 

3 

1          1          11-1-1 

-1-11111 

1111111111 -1 -1 -1 -1 -1 

Template-5 
1 

2 

3 

-1-11111 

1111-1-1 

-1-1-1-1-11         1          1         1          1 1 1 1 1 1 

By analyzing the various sizes of images including a mouth, we found that 36x36 is the best image for the 
proposed system. First, the system detects the contrast of brightness on the periphery of the mouth. The 
contrast of brightness on the periphery of the visual field is perceived at the primary visual area in our 
brain. Since the contrast of brightness is discriminated in a digital image with low resolution regardless of 
different lighting conditions, it becomes an important clue to recognizing the mouth and eye in our system. 
After detecting the contrast of brightness, the system extracts the features such as both corners of the 
mouth, and the nose. Then, MAM recalls the mouth by linking these features based on the spatial context of 
the features, which are represented by the contrast of brightness [11]. 

Recent studies of visual recognition reveal that a human can subjectively recognize an object by linking 
related features on the periphery of the object when he or she cannot clearly identify it due to noise. Visual 
recognition by linking related features has been a controversial issue among many neural network 
researchers, and various models have been proposed todate. However, most have not been applied for 
practical use because the behavior of the models using chaotic or oscillatory dynamics is too sensitive to 
control completely, and they all take prohibitive computational time due to their complexity. In our system, 
the features around mouth are simply represented by the contrast of brightness, and the features are 
combined with each other by MAM to recall the mouth. The advantage of MAM is to recall a syntax vector 
in short computational time. 

Finally, we address an interesting simulation result. When we expanded the size of image from 36x36 to 
52x52, we found that the performance of the system worsened. We surmise that the 52x52 image contains 
redundant information as noise which is not usefull to the network (see Fig. 2). A suitable size of the visual 
field depends on the value of information around the object, which is called "the effective visual field''. 
Note that it should be determined carefully to find the best size of effective visual field. 

CONCLUSION 
By extending the visual field for recognizing the mouth and linking the related features around the mouth, 
the associative memory model MAM can verify whether the target image includes a mouth or not, which is 
extracted by BP. The system performs well for the different color of lips, the lighting condition, and the 
state of the mouth, opened or closed mouth, by using the contrast of brightness around the both corner of 
the mouth, the tip of nose, and the nostril. A whole system became more complete by verifying the mouth 
in addition to the eye. 
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A Current-Mode Sorting Circuit for Pattern Recognition 
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ABSTRACT 
A current-mode sorting circuit based on magnitude for pattern recognition is proposed. In this sorting 
circuit, symmetric WTA (Winner Take All) network is employed to find maximum current. Then, sorted 
currents based on magnitude are outputted in time-shared way. This sorting circuit has a simple and flexible 
structure. Results of experiment show that it has good performances. It can be widely used in pattern 
recognition, classification, expert system and so on. 

INTRODUCTION 
Pattern recognition is one of the important parts in artificial intelligent field.Generally, pattern recognition 
process simply includes two steps[l,2,3]. The first one is that unknown pattern is matched with each 
exemplar pattern to calculate the matching scores. The matching scores are a measure of similarity between 
the input pattern and the exemplar patterns. The second one is that the exemplar pattern with the maximum 
matching score is selected . That is, the exemplar pattern , which is nearest to the input unknown pattern, is 
outputted as recognition result. Thus, in these pattern recognition hardware system based on above process 
steps, only one exemplar pattern with the maximum matching score is selected as recognition result. 
However, with greatly increasing the complexity of system and the number of standard patterns, especially, 
development of multistage cascade systems, the way selecting only one exemplar pattern could not meet 
requirements of system performances. So it is necessary to find out two or more exemplar patterns nearer to 
the unknown pattern according to the matching scores, this requires that the system is able to sort the 
matching scores based on their magnitudes , instead of maximizing the matching scores. 

At present, many sorting integrated circuits have been proposed, however, almost of them are digital sorting 
circuit[4,5,6,7]. Although digital sorting circuits can also used for analog signals, A/D and D/A converters 
are required, so that the structure of circuits will be even more complicated. In addition, errors may occur in 
the conversion between digital signals and analog signals. To this end, a novel analog current-mode sorting 
circuit that is able to be easily implemented in VLSI is proposed in this paper. 

The proposed sorting circuit is able to output the input currents in a sorting order on the basis of the 
magnitudes of the input currents. In addition , the sorting circuit can find out the order of input terminals 
based on the magnitudes of the input currents. The sorting time is in linear relation to the number of input 
currents. With simple structure,the sorting circuit can be widely used in pattern recognition[8,9], 
classification, expert system and so on. 

STRUCTURE AND OPERATION PRINCIPLE OF THE SORTING CIRCUIT 
For convenience, a current-mode sorting circuit based on magnitude is discussed by taking three input 
currents for example. The circuit diagram of the sorting circuit is shown in Fig.l. The circuit diagram of 
TRANS unit in Fig.l is shown in Fig.2. This sorting circuit comprises following four blocks. 

This project(69636030) is supported by National Natural Science Foundation of China 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Fig. 1    The circuit diagram of the current-mode sorter with three input currents 

CK Vout 

Fig.2 The circuit diagram of the feedback control and voltage output unit 

Blockl is an input block composed of three fully identical input units. Iin0 ~Iin2 designate three input 
currents to-be-sorted. For the sake of convenience,only the input unit on the left-most side is described. In 
this input unit, NMOS current mirror with unit gain is composed of NMOS transistors Mn and M12 , and 
PMOS current mirror with unit gain is composed of PMOS transistors M14 and M]5. A switch transistor M13 

controls the magnitude of an output current I0. When the switch transistor M13 is on, I0 equals Iin0 , and 
when the switch transistor M13 is off, I0 is zero. 
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Block2 is current-mode WTA (Winner Take All) circuit network. This WTA circuit is a laterally inhibitory 
interconnected network with high resolution and high speed. Assuming I0=max(I0,IiJ2)- After inputting 
currents I0~I2, the network executes convergence operations and finally reaches a steady status. The 
maximum input current is outputted as Iwout, namely, Iwout= Io=max(I0,li,I2). At the same time, a high level of 
output voltage is obtained on node VSout0, and low voltage level is outputted on node VSout, and VSout2. 
Namely, the function of finding maximum input current is completed. 

Block3 is a feedback control and voltage output circuit which is composed of three fully identical circuit 
TRANS units. The circuit diagram of the TRANS unit is shown in Fig.2, where the SW unit therein is a 
CMOS switch and the NCK is an inverse signal of CK. The feedback control and voltage output circuit 
generates feedback control signals CTk(0<k<2) according to VSout k(0<k<2), which are outputted from 
WTA circuit, to control the output currents of the input blockl. In addition, the feedback control and 
voltage output circuit is able to convert the low-to-high voltage level from VSout to a high output voltage 
pulse from Vout. This high voltage pulse is used to determine the corresponding input terminal with respect 
to the sorted output current for processing the sorted currents. 

Block4 is the output block for outputting sorted currents. In the block, switch transistors M42,M43 and M44 
are respectively controlled by non-overlapped clock signals CKo,CK, and CK2. PMOS transistors M45,M46 

and M47 are mirror transistors , each is identical to M» in size. Under the control of clock signals 
CKk(0<k<2), the output current IWOUT from the WTA circuit can be mirror-mapped to output terminals in a 
time shared way to generate Iouto, lout] and Iout2. The currents Iouto, lout! and Iout2 are the sorted currents 
of input currents Iink(0<k<2). 

Res 

CK 

CK 

CK 

CK; 

et_J 

0 

Lfin 

T^T; 
PL 

Fig.3 The timing diagram of sorting circuit 

The operation principle of the sorting circuit with three inputs is considered as follows. Fig. 3 shows timings 
of all clock signals. Firstly, the reset signal Reset increases from low level to high level , this causes the 
level at the node CTk (k=0,l,2) in block3 goes to high , and the level at the node Voutk(k=0,l,2) goes to 
low . Since the level at the node CTk(k=0,l,2) is high, Ik(k=0,l,2)=Iink(k=0,l,2) in blockl. Then, the WTA 
circuit works. For the convenience of description, herein lino is assumed as the maximum input current,that 
is,Iino =max(Iino, Iin,, Iin2).Therefore, the WTA circuit finds the maximum input current by lateral 
inhibitory effect and outputs the maximum input current at IWOUT, that is, Iwouf^ino- At the same time, this 
causes the level at node VSout0 to be high and the levels at node VSout 1 and VSout2 to be low . At the 
instant of T!, since the clock signal CKo goes to high , the transistor M42 in block4 is turned on, so that the 
maximum current IWOUT is mirror-mapped to the drain of M45 to generate Iouto, that is , lout0= IWOuT=Iino- 
When the clock signal CKo goes to low, Iout0 is still the maximum current lino due to the sample/hold effect 
of the switched current mirror. On the other hand, at the instant of Th the clock signal CK goes to high. It 
is clear that the Vout0 becomes high since the level at the node VSout0 is high, while Vout] and Vout2 

become low since the levels at the node VSout, and VSout2 are low. When the clock signal CK goes to low 
at the instant of T2, the level at the node CT0 becomes low , and Vout0 becomes low, so that a high voltage 
pulse is generated on the Vout0 terminal. While CT, and CT2 are still high,Vout, and Vout2 are still low. 
Among Vouto ,Vout2 and Vout2 , only Vout0 outputs one high level pulse, this also shows the terminal of 
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input current Iin0 has the maximum input current value. Since the level at the node CT0 is low, the voltage at 
the node VSout0 can not be inputted to the block3 so that the level at the node CT0 and Vout0 will hold zero 
until the next reset signal is actived. On the other hand, the levels at the node CT0 being low makes the 
current I0 become zero in blockl, so that I0 will not influence the sequential comparing operation. In this 
manner, Iini and Iin2 are compared and the maximum one between them will be determined by the process 
described above and held on lout, terminal. A high voltage pulse is also generated on the corresponding 
Vout terminal. The remaining operations can be deduces accordingly. Finally, the sorted results can be 
obtained. 

From above discussion, in block4, all of the input currents to-be-sorted are presented on Ioutk(k=0,l,2) in 
an order of magnitudes under the control of the clock signals. Meanwhile, high voltage pulses are 
sequentially generated on the corresponding Vout terminals for determining the input terminals with respect 
to the sorted currents. In addtion, this sorting circuit is flexible and the output way could be easily 
controlled by adjusting the combination ways of clock signal CKj (i=0,l,2). For example, when only CK0 is 
inputted, the sorting circuit is simplified as MAX circuit. When only Ck2 is input, the sorting circuit is 
simplified as MIN circuit. 
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Fig.4   The microphotograph of the sorting circuit 

EXPERIMENT RESULTS 
The sorting circuit has been successfully fabricated in 2u.m N-well standard digital CMOS process. The 
chip microphotography is shown in Fig.4. It has been successfully measured. The measured results are 
shown in Table. 1 . Experimental results show the circuit has correct function and good performances. 

Table 1. Measured Results for the current-mode Sorting circuit 

frequency higher than 5MHz 

power supply + 5V 

highest sorting resolution 2uA 

average sorting resolution 5uA 

sorting precision better than lOpA 

range of input current 10uA~300uA 

power consumption lower than 4mW 

CONCLUSION 
The proposed sorting circuit based on magnitude has good performance and high resolution. It has a simple, 
flexible structure. Because of switched-current structure employed, this sorting circuit is able to be directly 
fabricated in a standard digital CMOS process and be easily integrated in mixed analog-digital mode. 
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ABSTRACT 
The design process of modern smart materials often require the use of complex system models. These 
models cannot be derived easily due to the complex knowledge that describe the process. In some cases, 
model parameters can be gained using neural networks, but these systems allow only a one-way simulation 
from input values to learned output values. If evaluation in the other direction is needed, these models allow 
no direct evaluation. This task can be solved using modern techniques like evolutionary algorithms and 
fuzzy logic. The use of such a combination allows evaluation of the learned simulation models in the 
direction from output to the input. An example can be given from the field of screw rotor design. 

INTRODUCTION 
In recent years fuzzy logic has become widely acknowledged - apart from its other applications - as an 
important and useful methodology in the design of rulebased systems [1, 2, 3]. It allows the representation 
of imprecise or incomplete knowledge and offers various mechanisms for reasoning with fuzzy data. In 
comparison to "classical" rulebased systems, only very few rules are needed to describe difficult problems. 
Nevertheless, in its current form it has several shortcomings: when it comes to the design of membership 
functions or to actually attaching priorities to the available rules, the choice of numerical quantities for the 
different parameters which is indispensable for the reasoning process is generally not justified by the results 
from knowledge acquisition and, what is worse, demands often a long process of iterative improvement to 
obtain good results. The use of empirically obtained quantitative representations seems questionable 
because of its high context dependence. The results are in many cases sub-optimal systems. 

It seems natural to try to use a computer and an algorithmic optimization technique for the final adjustment 
of the parameters. To our mind, evolutionary algorithms seem especially appropriate for this task, partly 
because the fuzzy reasoning process can hardly be described by means of a closed mathematical formula - 
not to mention differentiability or other 'fconvenient" mathematical properties -, partly because of the 
opportunity to apply parallel computation in a very natural way which seems essential in the design of large- 
scale systems. The combined use of artificial intelligence methods, like expert systems and blackboard 
architectures, and computational intelligence methods, like evolutionary algorithms and fuzzy systems, lead 
to a powerful approach for complex industrial tasks. 

CONSTRUCTION OF SMART MATERIALS 
Fuzzy logic can be used to model the knowledge of construction of composite materials. But before this, we 
would like to explain the idea of composite materials. In the last few years, new technologies have 
influenced the requirements of industrial production. New materials are needed to fulfill these demands. A 
mismatch between requirements and material properties can cause drastic consequences, with a cutback of 
function or resorting to superior materials with properties that are overqualified for the requirements. The 
solution is the design of composite materials. Only these materials guarantee economic fulfillment of 
requirements in order to be competitive in the industry. Examples for the use of composite materials are: 

• engine parts manufactured using ceramics to decrease the weight of moving components, 
• automotive industry, e. g. corrosion-resistant coating of steel as corrosion prevention, 
• tool making, e.g., very firm tool surfaces to increase sharpness and hardness of tools such as 

drills or chisels. 

0-7803-5489-3/99/$10.00 ©1999 IEEE. 
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To produce these materials, different techniques such as embedding particles, fibers, whiskers and coating 
or laminating are used. These three different types of composite materials are shown in figure 1: 

particulate fibre laminar based 
composites composites composites 

particle matrix fibre matrix 

Fig. 1. Structure of composite materials 

layer matrix 

The proper selection of specific components for composite materials requires adequate tools for the 
predetermination of material properties. Especially the design of screw rotor is a hard problem. Screw 
rotors are the most important mechanical part of various types of screw rotor machines. These machines can 
be used to produce compressed air, as well as a special kind of motors, the screw motors. Figure 2 shows an 
example of a screw compressor, where the different screw rotor pairs can be seen. Many attempts have been 
done to increase the performance and reliability of the surface of the screw rotors. One important aspect is 
the covering of ceramics to improve the wear behavior of the whole system [4, 5]. 

The design of the screw rotor profiles is a very complex task. Both rotors need to be mutually inverse, the 
distance of the rotating parts must be in accurate specified limits and a lot of mechanical properties must be 
fulfilled. Figure 3 gives an overview of the design process. The first step is to determine a mathematical 
model from which the screw rotor profiles are generated. If this is satisfactory, the rotor are build into the 
machine and the whole system has to be tested. Depending on the type of system, a compressor or a motor, 
different condition must hold. 

Fig. 2. Screw compressor with build in screw rotors. 
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Fig. 3. Design steps of a screw rotor. 

Numerous theoretical and empirical models have led to unsatisfactory results because applicability of these 
models is very restricted. A new way to evaluate more universal models is to use optimizing methods from 
the research field of computational intelligence [4, 5, 6, 7]. 

INTELLIGENT METHODS 
KEE was used as the primary problem solving method in the blackboard based system EXCOCOM (EXpert 
system for Construction of Composite Materials). The kernel of EXCOCOM consists of several 
blackboards, each partitioned into several levels of abstractions, and of a set of knowledge sources. Some of 
these knowledge sources are linked to external systems, i.e. to a FEM (Finite Element Methods) package or 
to a database. The functions of a blackboard are varied. They establish the communication and interaction 
between the knowledge sources and enable a global repository for incremental generation of the solution. 
EXCOCOM uses six blackboards which are now described in detail: 

• blackboard 1 handles the user input. This input is checked for completeness and missing data is 
calculated (if possible) or demanded from the user. 

• blackboard 2 decides which technology (homogeneous or composite) should be selected. 
• blackboard 3 searches for possible composite materials 
• blackboard 4 and 5 support this decision making 
• blackboard 6 simulates the composite materials found with the FEM-module 

To gain control over the different blackboards and knowledge sources a special control system for the 
information exchange between the blackboards had to be implemented. Due to the fact that the expert 
system KEE is a problem solving system based on a theoretical logical model we had problems modeling 
the experts knowledge. Mathematical or physical knowledge such as formulas or facts could easily be 
implemented, but all kinds of uncertain and inexact knowledge such as heuristics and experiences could not 
be used using the blackboard approach. 

Conventional expert systems have a theoretically oriented starting point to handle expert behavior. They are 
based on Boolean logic, so they cannot describe reality, which is uncertain and indistinct. The results of the 
knowledge acquisition of designing composite materials were general rules with linguistic terms, and many 
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facts and data are missing. In the second approach, we will show that fuzzy expert systems are able to 
represent these indefinite concepts. To implement the fuzzy expert system the main concepts of fuzzy logic 
for rulebased systems have been used. Only small changes have been made to start the development with a 
well-defined system. To enter knowledge into the system in the form of membership functions and fuzzy 
rules, a fuzzy editor and a rule editor are put at the userfc disposal. The inference engine is capable of 
working with backward and forward chaining so that the inference engine can activate or deactivate used or 
unused knowledge. On the basis of this architecture, the fuzzy expert system will be able to solve different 
tasks automatically if these tasks are related to each other. The inputs to the system are the limits which the 
materials must withstand and the system designs the composite material synthetically. 

Evolutionary algorithms form a class of probabilistic optimization techniques motivated by the observation 
of biological systems [8, 9, 10, 11]. Although these algorithms are only crude simplifications of real 
biological processes, they have proved to be very robust and due to their simple parallelizability even 
efficiently implementable. The basic idea of evolutionary algorithms is the use of a finite population of 
individuals, any one of which represents exactly one point in search space. After its initialization the 
population develops in a self organizing collective learning process constituted by the (stochastic) 
subprocesses of selection, mutation and recombination towards better and better regions of the search space. 
The selection process favors those individuals with a high fitness value, the mutation operator supplies the 
population with new genetic information, and the recombination operator controls the mixing of this 
mutated information when it is passed from one generation to another. The use of evolution strategies is 
necessary because the experts are not able to formulate all rules required and to give an exact description of 
the membership functions. Due to these inaccuracies a method to optimize the fuzzy rule based system is 
useful. The decision to apply evolution strategies has been made to improve model fuzzy membership 
functions and to fill in gaps in the rule base [5, 7]. 

In many cases knowledge acquisition is more like a translation of knowledge into rules and membership 
functions than a process of gaining new knowledge. For this reason it differs from the classical knowledge 
acquisition. At first glance is seems to be an easy task to do this translation manually. But past experience 
has shown that experts as well as specialists of fuzzy logic are not able to determine the rules and 
membership functions in the required accuracy. Modern optimization methods from the field of 
computational intelligence seem to be a suitable basis for the task of function approximation [7, 12, 13]. Its 
main part is an optimization loop, which assesses the current fuzzy system and tries to improve it using an 
evolution strategy until the difference between the input data and the output data of the fuzzy system is less 
enough. Input is the exact knowledge in form of tables and diagrams. An initial fuzzy system is generated 
and evaluated over the entire range of definition. The next step adds up the differences between the input 
data and the output data of this fuzzy system to calculate a single value, which describes the accuracy of the 
current system. The evolution strategy modifies this system in the next step to find an improved, which 
means a more accurate, one. This optimization loop continues until a sufficient overall accuracy is obtained. 

CONCLUSION 
The process of gaining knowledge can be reduced to entering input data and starting an automated process. 
Function approximation using fuzzy logic and evolutionary strategies is able to acquire exact knowledge 
without the help of experts. This feature makes it possible to acquire the huge amount of knowledge which 
already exists in form of tables and diagrams. This kind of representation is commonly used in the field of 
designing screw rotors. Combined with classical acquisition methods for vague and imprecise knowledge 
the introduced methodology provides a good basis for the implementation of knowledge from other 
technical oriented fields. 

Early approaches to model the knowledge developed in the special investigation area have shown many 
disadvantages. They were to slow, not very user-friendly or not accepted by the experts. Since the 
introduction of the fuzzy system we have increased the acceptance of a computer based system as well as 
the speed of implementing new knowledge. To our mind a fuzzy-system is a good approach to model the 
knowledge which has been found during the last years. The amount of knowledge and the easy 
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implementation make it clear, that a fuzzy system is able to model knowledge of small subproblems as well 
as the knowledge of large scale projects. 
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ABSTRACT 
This paper develops a model that identifies changes in process control parameter values by analysing the 
geometry of a product from a forging process. That is, shape variations from the norm of a forged part are 
linked to the variations of the process parameters of the forging process. This is an important aspect of 
inspection analysis because it implies that the analysis of shape variation can return the potential errors 
within the product and also the changes needed to the process control parameters to correct errors in the 
product shape. Our model can identify whether input parameters of interest are too high or too low to an 
accuracy of at least 70%. Given the complexity of the forging process these initial results show promise. 

INTRODUCTION 
There is inherent variability in any manufacturing system and the forging process is no different in this 
respect. What we as engineers hope to achieve is to control and reduce the variability we see in the process. 
To do this we must first characterise what variability there is and second find what parameters assist in 
reducing this variability. This paper develops a model that identifies changes in process control parameter 
values by analysing the geometry of a product from a forging process. This investigation follows on from 
Daniel's et al.[3] work which examined geometric variations in forging to aid in design and tolerancing of 
die sets. 

Our model has been developed using the following steps: 
• Create a set of forged parts; 
• Analyse the set of parts to find the main modes of variation; 
• Learn the relationship between the modes of variation and the process control parameter values. 

The forging process has been simulated using finite element analysis (FEA) software. The process control 
parameter values of the forging process were varied about a mean set of values to create a set of forged 
billet shapes. These were analysed using a deformable model based on principle component analysis (PCA). 
This analysis was used to characterise the variations within the shape into major variation modes. Each 
shape in the set of forging parts was characterised by a weighting vector which combines varying amounts 
of each major variation mode. The set of weighting vectors were used to create a response surface with 
respect to the varying process control parameter values. A classifier was used to determine the levels of the 
process control parameters from the response surface. In an abstract sense the classifier was used to learn 
the shape of the response surface to identify the original process control parameter values. To simplify the 
classification we divided each process control parameter's response into three regions: high; normal; and 
low. 

It should be noted, however, that this analysis of the final geometry assumes that varying the different input 
parameters of the process will produce distinct and different end geometries, otherwise the analysis will be 
intractable without some further knowledge. Similarly, this model relies on the inductive process, that is, it 
learns from specific examples and then abstracts to the general. The specific examples must therefore give 
enough information about the general system otherwise the model will fail. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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DESCRIPTION OF THE FORGING PROCESS 
A finite element analysis (FEA) model was used to simulate the forging process. This made changing the 
input parameters easier when creating a set of forged shapes for the training set. Some of the input 
parameters to the FEA model were varied to affect changes in the end shape of the billet. Figure 1 shows the 
geometry of the forging process. Note that material data was not varied as an input into the forging process. 

Forging'Process and Analysis 

Initial Position Fimtt Position 

Upper Ok* 
Upper Die 

-»  Billet 

inputs 

Prictioji        VeU>chv       Travel 

- Billet 
f'nrge Process 

'ta>wer Die ÖHt|mtS       Geometry Ürigimi! Des: 

Analyse Dam 

Error Classification 
{Process paruroeta ttetermmaiiom 

Fig. 1. The forging process and analysis schematic. 

A medium carbon steel (0.45% C) was selected for the billet material because it is often used in hot 
working. In general the hot-working flow stress equation is a power function of strain rate e* [9]. The 
simulation package used for the simulations was Forge 2.71. This package calculates each iteration by 
relating the deviatoric stress tensor, c, to the strain rate tensor, t* as follows: 

o   = 2 K (T , e-)(V3~e")m"' e i. 
where Tis the temperature in degrees Kelvin and £"(r,e) is the strength or consistency equation. 

There is a lot of flexibility in the ability to vary many parameters within the forging simulation package, but 
due to the complexity of the problem at hand we have limited our scope to only three of the main forging 
variables: friction between the punch and the billet; velocity of the punch; travel of the punch. We were able 
to see changes in the cross sectional geometry of the forged billet by varying the input parameters of the 
process. Initially a set of "perfect" parameter values was chosen that would produce the "perfect" shape. We 
chose the following "perfect" parameter values: friction= 2.0 X 10"1; velocity = 10.0 mm/sec; travel = 20.0 
mm. A set of input parameters was created by varying each of the parameters up to +50% of their initial set 
value. Because of the sheer number of simulations involved, the set was limited to one and two parameter 
variations for any particular simulation. 

SHAPE ALIGNMENT 
After creating a set of training shapes, each shape in the set needed to be made consistent. Each shape is just 
a list of boundary nodes which describe the boundary surface of the deformed billet. All shapes created for 
this paper were roughly aligned before forging and maintained their alignment throughout processing. The 
boundary nodes of each shape were made consistent by the following process: determining a constant datum 
for every shape; increasing or decreasing the number of boundary nodes to maintain the same number of 
boundary nodes for all shapes. A consistent datum point was determined across all shapes. This datum was 
then used as the start point for each list of boundary nodes for every shape. The list of boundary nodes was 
also made consistent across all the shapes by ensuring each list had the same number of boundary nodes 
(200 nodes). 

Forge 2.7 is a forging simulation package owned by Transvalor S.A. 
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PRINCIPLE COMPONENT ANALYSIS 
Once all the shapes were aligned a principle component analysis (PCA) was implemented on the set of 
shapes using the coordinates of the boundary nodes as data. PCA realises a restricted set of eigenvectors 
which describe most of the variations or deformations in the set of shapes. 

PCA Background 
For this paper we use a type of statistical deformable model, point distribution model (PDMj, developed by 
Cootes et al. [2] based on PCA. They used PCA to describe modes of variation in two dimensional data 
when examining heart images[l]. Later, the model was extended to three dimensional data to also analyse 
heart data[5, 6]. Daniel et al. [3] used the point distribution model to inspect both 2D and 3D forging data. 

PCA is a statistical technique that finds the directions of maximum variability inherent in the data set. It is 
based on eigen structure analysis of variations from a training set of shapes. The resulting eigenvectors 
correspond to the major modes of variation. The eigenvectors are found by creating a covariance matrix 
from the training set of shapes. The covariance matrix is given by, 

»-■SivIC*'-***'-*)7 

where AT,- = p<i,, y,, z,;,..., xk/, ykh zfe] is the fh shape coordinates and is the mean shape of all the shapes in 

the training set. Moreover, (x,7, y,7,z,7) is the fh boundary point on the/7 shape in the training set. Finding 

the eigenvectors of S realises the principle components of the training set. The eigenvectors are sorted in 
descending order by their corresponding eigenvalues. Thus, the most significant principle components are 
the first few eigenvectors. By rule of thumb the most significant principle components which explain 90% 
of the variations are chosen and placed into matrix P. So, any shape in the training set can be well 
represented by 

i,. = X + P6 3. 
where b is the weighting vector showing how much of each principle component is needed to vary the mean 

shape to the shape X,. 

Forging PCA 
After all the shapes are aligned, PCA is performed on the set of shapes. We update the PCA equation (3) for 
the forging process as follows: 

X pea — X mean+P D 4. 

where Xpc{1 is the list of boundary point coordinates for any shape and Xmea„ is the list of boundary point 

coordinates for the mean shape of the training set. The matrix P is found from calculating the statistical 
variations within the shapes of the training set (see equation (2)). The principle component analysis realises 
a restricted set of eigenvectors that describe most of the variations in the set of shapes. From these 
components we determine the corresponding weighting vectors, b, which deform the mean shape into every 
shape in the training set. Rearranging equation (4) we get, 

h = P+\X — X       I 5 u \    measured shape mean I 

where the P+ is the pseudo inverse of P, and Xmea„ is the mean shape also defined in the identification 

phase. The variable Xmeastiredshape contains the points on the surface of the newly produced part. The 

resulting b vector is then analysed by the parameter identification model defined in the section on 
identifying process parameters. 

Find the major modes of deformation 
PCA relies on finding the major modes of deformation from statistical data obtained from the training data 
set. The "perfect" shape defined previously was used as the mean shape as defined in the forging PCA 
equation (4). For each of the six data sets a covariance matrix S was calculated. The P matrix was created 
from the six most significant deformation modes, that is, the six most significant eigenvectors. The first six 
modes were chosen after examining the results from using two, four, six and eight modes. After choosing 
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the number of modes, the b vectors for every shape in every data set were calculated using the pseudo 
inverse of the P matrix using equation (5). 

RESULTS OF PCA AND THE ASSOCIATED RESPONSE SURFACES 

Component Plots 
The first two components of the calculated b vectors are plotted vs. each other in Fig. 2 for two data sets. 
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Fig. 2. Parameter Variations in b space. 

The single line of points in the velocity single variation data set indicates that velocity variations create a set 
of single weighted versions of a particular shape deformation, i.e., there is only one mode of variation. This 
was also seen in the other single variation data sets (friction and travel). The velocity data set has an 
interesting phenomenon of the high velocity data points being squashed together while the low velocity data 
points are spread out. This means the lower the velocity of the punch, the greater the change on the end 
shape according to this particular set-up for the simulated forging process. The friction/travel data set shows 
that the travel parameter is dominant. The shape points move from the top right corner to the lower left 
corner as the travel value is increased, whereas increasing friction just moves the shape points from right to 
left around the given travel value. Note that each parameter variation data set has its own particular 
deformation mode and therefore each b space cannot be directly compared with another. 

Surface Response. Fikaion and Travel, Rrst Cornponom, b(?) Sqrtece Response, Ffltffcsn and Tiawgl, Fsurib Somponsrl fc:4) 

(a) Response surface of b(l) (b) Response surface of b(4) 

Fig. 3. Response surfaces of b with respect to friction and travel. 
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Response Surfaces 
The data sets containing the calculated b vectors gave a response surface with respect to the input 
parameters. We plotted the surface for a single component of the b vector with respect to several varying 
input parameters. This gave a visual indication of the variation in the b component with respect to the 
varying input parameter. For example, Figure 3(a) is the response surface of the most significant b 
component, b(l), with respect to friction and travel. As we have noted previously, the travel effect is much 
greater than the friction effect. This can be seen by the fact that the surface ranges from -40 to +40 when 
travel is varied, however, the surface ranges approximately from -1 to +1 when friction is varied. On the 
other hand, because friction is a complex phenomenon it has a much greater effect at higher orders (less 
significant) b components. Figure 3(b) shows how friction has a more dominant effect than the travel. The 
surface ranges from -6 to +4 when friction is varied and approximately -6 to -3 when travel is varied. 

Dividing the input parameter space into regions 
It was initially felt that it would be easier to classify b space if each parameter was separated into a series of 
regions. We split the input parameter space into three separate regions for each process parameter (high, 
normal, low). This gave three regions for one parameter and nine regions for two parameters. The 
boundaries were chosen arbitrarily and without bias towards the data. Splitting the regions in this fashion 
allowed us to have a qualitative output which, in the first instance, was easy to interpret. Furthermore, then 
coarseness of the regions could be reduced in the future to provide more quantitative information about the 
input parameters being observed. 

IDENTIFYING PROCESS PARAMETERS 
Primarily we were interested in two things: first, could we identify variations in one parameter; second, 
could we segregate multiple variations in more than one parameter. When we split input parameter space 
into regions what we are doing is segmenting b space into regions. Each region in input parameter space has 
a corresponding region in b space. Unfortunately, the components of the b space do not directly relate to 
any known form of product error, but rather, to a combination of known product errors. Classification 
techniques were then used to discriminate between the different levels of the process variables. 

Learn to discriminate between regions 
There are several types of discriminator that could be used, statistical, rule based, decision trees or artificial 
neural networks (ANN)[8]. In our case we did not have much statistical information from the FEA 
simulation. This was because a given set of input parameters to the forging process would always produce 
the same shape and therefore the same b vector. Thus, the ANN was eventually chosen over the other three 
methods because of its ease of use and its ability to segregate non-linear data. Initially we tried a simple two 
node single output layer ANN which was enough to segregate single or dominant parameters into low, 
normal or high regions, such as travel. However, the interesting problem was to classify data that had two or 
more varying parameters. Due to the non-linearities involved when varying two parameters the simple 
neural network was not able to converge to a solution. 

Classifying the data using the trained discriminator 
A single hidden layer feedforward backpropagation ANN was chosen to classify the data [8]. After a quick 
sensitivity analysis it was determined that the single hidden layer should have double the number of neurons 
(18) as the number of outputs (9) where the number of output neurons equals the number of regions. 

To determine how well we can train the ANN with respect to each data set, we conducted a series of 10-fold 
cross over tests. The 10-fold cross over test consists of choosing 100 random sample points from the data 
set. Initially the first 10 are retained for testing and the remainder are used for training. This is repeated for 
a second 10 samples while the remaining 90 samples are used for training and so on until there have been 
10 separate and distinct tests. The results of the 10-fold validation are combined into a "confusion matrix" 
[4]. The "confusion matrix" is a N X N contingency table of actual region versus classified region where N 
equals the total number of regions. If the ANN was a perfect classifier then the confusion matrix would be a 
diagonal matrix. The value of the diagonal represent misclassification. The confusion matrix is used to 
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indicate the accuracy of the classifier with respect to available data. The accuracy to classify a randomly 
chosen sample was determined by dividing the number of correct classifications by the total number of 
points classified for each column of the confusion matrix. Low accuracy implies difficult classification. The 
results in Table 1 were generated by running several 10-fold tests and taking the average of the results. 

Table 1: Classification Results. 

Region Travel Friction Velocity Friction Velocity Travel 
% Accuracy % Accuracy % Accuracy 

Low Param 1 Low Param 2 72.7 90.4 80.5 
Med Param 1 Low Param 2 77.8 77.9 72.7 
High Param 1 Low Param 2 75.0 90.7 79.6 
Low Param 1 Med Param 2 84.5 73.6 57.6 
Med Param 1 Med Param 2 76.6 68.0 69.2 
High Param 1 Med Param 2 80.8 80.3 65.9 
Low Param 1 High Param 2 85.2 71.9 76.6 
Med Param 1 High Param 2 70.5 79.5 84.6 
High Param 1 High Param 2 69.3 77.9 79.1 

One way to see how well the classification works is to compare the accuracy of the classifier to a "random 
assignment" classifier [7]. Random assignment has an accuracy of one in every nine samples, that is, 11.1%. 
The Friction Travel data set gives good results with correct classifications occurring 70 to 80 % of the time. 
The Friction Velocity data set gave slightly better results with accuracies for each region above 77%. The 
Travel Velocity data set gave reasonable accuracies. The regions of medium travel appear to be difficult to 
classify correctly with accuracies of 57.6%, 69.2% and 65.9%. Probably this is due to the points within 
these regions being very close and so the classifier cannot easily discriminate the differences in velocity. 
This is supported by the spread of misclassifications for these regions in the confusion matrix. This situation 
can be changed if more information can be found to discriminate between the different velocity regions. 

CONCLUSIONS 
We have introduced a method to characterise variations in shape by using a point distribution deformable 
model. PDM uses principle component analysis to determine major modes of variation. These major modes 
then give a quantifiable way to measure shape. Furthermore, by training an ANN, we have created a model 
which can determine, to an accuracy of at least 70%, whether input parameters are too high or too low. This 
model can be used for inspection purposes to determine quantitatively, how incorrect a part may be. Also, 
identification of whether input process control variables are too high or low can contribute to a control 
system that determines what measures can be taken to correct a situation. Our method to develop a model to 
identify input process control variables from shape needs to be tested on real forge data to complete this 
investigation. However, the initial results from finite element analysis simulations show great promise. 
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ABSTRACT 
Al-Cu alloy matrix composites reinforced with various volume fraction of SiC particulates (SiCp) were 
prepared by conventional powder metallurgy (PM) and hot isostatic pressing (HIP) processes. The 
tensile and fracture behavior of PM and HIPPed composites were studied. The experimental results were 
compared with the Shear-lag, Eshelby and modified Eshelby micro-mechanics models. The composite 
stiffness tends to increase with increasing SiCp volume fraction. The modified Eshelby model correlated 
well with the experimental results whereas the stiffness prediction of shear-lag model was lower than the 
experimental data. The fracture stresses of PM and HIPPed metal matrix composites decrease with 
increasing SiCp volume fraction. This was attribute to the cracking of SiCp upon tensile deformation. 

INTRODUCTION 
Metal matrix composites (MMCs) have attracted considerable attention in recent years as good structural 
materials. These hybrid composites inherent the metallic (high ductility and toughness) and ceramic 
(high strength and modulus) characteristics and exhibit unique advantages over conventional alloys. 
Aluminum MMCs are attractive because of their high specific modulus and strength, superior thermal 
stability, and improved wear resistance. MMCs are now being increasingly used in components for 
aerospace, automotive and power industries [2,3]. 

MMCs are usually reinforced by ceramic phase, which may be in the form of fibers, whiskers or 
particles. The continuous long fiber reinforced MMCs are expensive with strong an-isotropic properties. 
Discontinuously reinforcement usually give lower strength and lower stiffness, but they are isotropic and 
compatible to the conventional metal-forming processes. The properties of MMCs depend on the volume 
fraction, morphology, size-distribution of the reinforcements, microstructure of the matrix, and the 
interfacial properties between the ceramic and matrix phases. The properties of the matrix dominate 
when the reinforcement volume fraction is low. The casting and powder metallurgy (PM) techniques 
generally give discontinuously reinforced MMCs. These processes are of lower cost, good surface 
finishing and high reproducibility. However, machining the cast MMCs is difficult owing to the abrasive 
resistance nature of the ceramic reinforcement. Furthermore, the non-wetting of ceramic-metal interface, 
incomplete infiltration, and segregation of reinforcements are common problems for the MMC casting 
process. In these aspects, the PM process giving near-net-shape products is more advantageous for the 
fabrication of whisker or paniculate reinforced MMCs. The PM fabricated MMCs are usually of small 
sub-grain size microstructure with limited segregation of particles. These contribute to the improved 
mechanical properties of many PM fabricated materials [1-6]. 

Cavities or pores very often exist in the sintered PM products. Additional mechanical treatments such as 
rolling, extrusion or hot pressing are needed to reduce the internal voids. Recently, hot isostatic pressing 
(HIP) technique is being increasingly used for the densification of PM products. The HIPPing process 
consists of sintering the compacted powder mixture, which are sealed inside a capsule, at high pressure 
and high temperature. The pressurizing medium is normally inert gas such as argon. Several workers 
have successfully fabricated Al-based, Fe-based and Ti-based MMCs using the HIPPing process [7-9]. 
The microstructure, tensile and failure characteristics of conventional PM fabricated Al-based MMCs are 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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well-documented [1-6,10-12]. Less information is available on the mechanical properties of the HIPPed 
Al-based MMCs. Niklas et al. reported that the HIPPed Al-based MMCs exhibit better mechanical 
properties relative to the extruded MMCs [7]. The aim of this paper is to study the properties of the 
HIPPed and conventionally sintered Al-Cu MMCs with Silicon carbide particle (SiCp) reinforcement. 

EXPERIMENTAL PROCEDURE 
The composites system studied was Al-4wt%Cu matrix reinforced with SiCp. 36um SiCp, 60um pure 
aluminum powders and 50um pure copper powders were used. The MMCs for this study were produced 
by conventional PM sintering and HIPPing processes. Tensile bar specimens were produced at a 
compaction pressure of 350MPa after mixing and blending. The PM sintering was performed at 620°C 
for 1.5 hour in an argon atmosphere. The bars were further peak-aged at 150°C for 72 hours. For the 
HIPPed MMCs, the powder mixtures were mixed and then cold compacted at 350MPa. HIPPing was 
performed using an ABB mini-HIPPer (Autoclave System QTH-3). The green compacts were 
consolidated at 600°C and lOOMPa for 2 hours. The HIPPed MMCs were also peak-aged at 150°C for 
72 hours. Optical microscopy was used to observe the microstructure of MMCs. Immersion density 
measurements were carried out according to Archimedes' principle. In this technique density was 
determined by measuring the difference between the weight of a specimen in air and when it was 
submerged in distilled water at room temperature. Tensile measurements were performed using an 
INSTRON tensile tester (model 4206) at a crosshead speed of 1 mm/min. 

RESULTS AND DISCUSSIONS 
Fig. 1 shows the optical micrographs of the Al-4wt%Cu MMCs containing 20vol% of SiCp. SiCp 
distributed uniformly in the alloy matrix of the HIPPed MMC, and there is no clustering or segregation 
of particles. On the other hand, numerous cavities are present in the matrix of the conventional sintered 
PM MMC. Fig. 2 shows the variation of the MMC density against the SiCp content. The densities of the 
HIPPed MMCs are considerably higher than those of conventional PM sintered MMC. The densities of 
the HIPPed MMCs are close to the fully-densified theoretical values up to 20vol% SiCp, and is lower 
than this theoretical density when volume fraction of SiCp >25vol%. This implies that the HIPPing 
treatment is effective in closing the pores, and thereby enhancing densification. 

1. Microstructure of MMCs containing 20 vol% SiCp fabricated by 
(a) HIPPing and (b) conventional PM sintering processes. 

Fig. 3 shows the stress-strain curves of the MMCs prepared by HIPPing process. As expected, the yield 
strength of MMCs increase with increasing SiCp volume fraction whilst the elongation (ductility) 
decrease. The effect of discontinuous SiCp reinforcement on composite modulus can be predicted using 
micro-mechanics models such as Shear-lag and Eshelby. The Shear-lag model was originally developed 
by Cox [13], and generally used to calculate the stiffness and strength of short fibers or whiskers 
reinforced composites. This model assumes that all of the stress transfer from the matrix to fiber occurs 
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by interfacial shear around the periphery of the fiber. The modulus of the composites based on the Shear- 
lag model can be expressed as follows [14,15], 

ß//2 

where ß is given by      ^ \Gm/E, 2. 

Efi E„, and Ec are the Youngfc modulus of the fiber, matrix and composites, respectively; VF is the 
reinforcement volume fraction; Gm is shear modulus of the matrix; D is width of unit cell for Shear-lag 
analysis; / and d are the length and the diameter of the fiber. 
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For the  SiCp  reinforced  MMCs,   we   assume  that  the  particulates  exhibit  a   spherical   shape. 
Correspondingly, the aspect ratio (length to diameter) of the SiCp equals to unity, 

V,=d3 /D3 

»-¥ 3Gm/E, 3. 

Fig. 4 shows the Youngfc modulus of reinforced MMCs against SiCp volume fraction. The stiffness of 
the composite determined from Shear-lag model (Equation (1)) is considerably lower than that of the 
experimental results. This is because the tensile load transfer at the fiber ends is ignored in the 
conventional Shear-lag model [16]. Furthermore, Shear-lag model tends to give a poor prediction of the 
stiffness of MMCs when the aspect ratio of the fiber reinforcement is smaller, or when the short fibers 
are mis-oriented. The aspect ratio of SiCp reinforcement is much smaller than that of the short fiber; 
hence, shear-lag model gives rise to lower modulus value, as shown in Fig. 4. 

In the Eshelby model, composites consists of ellipsoidal inclusion (Q) with non-elastic strain (e«) 

embedded in a continuous matrix. Such inclusion is stressed uniformly under general loading condition 
[17]. The ellipsoidal shape is a good approximation for real inclusion shape, i. e., an elongated ellipsoid 
simulates a fiber, and an equiaxed inclusion simulates a sphere. The stress inside Q is given by 

<*V =C*i  t^ ■e«) 
4. 

where Cijki is the elastic constant tensor; £    is the total stain and related to e* by 

£« = ^khrfi mn 

where SH™ is the Eshelby fc tensor and it is a function of the geometry of the ellipsoidal inclusion and the 
Poissonfc ratio ( v) of the matrix. 
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For a spherical inclusion, Eshelby s tensor for elasticity [18] is given by 

o    _ c    _ q    _   1~^ f 
Mill      M>222       M>333 — " 

Ml22 — M.13 

M.212      M>323      Mll31 — 

For simplicity, we let 

15CL-V) 

^%211= Ml311 = Ml32 

4-5^ 
i5a-v) 

7. 

15Q.-V) 

Mlll = M>222 = 3 

Ml22 = Ml33 = M211 = M233 = ^ '"• 

From the above formulation, the stiffness of the spherical paniculate reinforced composites [19] can be 
determined and expressed as: 

E = 2b2-a&+b) 11. 
2tf-a&+b)+ (a+b+2kH)V,    m 

The Young^ modulus of the spherical particulate reinforced MMC estimated from the Eshelby model is 
also shown in Fig. 4. It is evident that the calculations from the Eshelby models are in better agreement 
with the experimental results for MMCs containing SiCp. Since Eshelby considered a simple ellipsoidal 
inclusion embedded in an infinitely elastic body, it is only be valid for small volume fraction 
reinforcement. 

A more complex analysis is needed for high SiCp volume fraction, where interactions between the stress 
fields, associated with each inclusion must be taken into consideration. Mori and Tanaka [20] modified 
the Eshelby model to account for the integration between inclusions. Accordingly, the stiffness of the 
spherical particulate reinforced composite [19] can be expressed as, 

p.        <H+a-b)k+a+2b) 12. 

where 
klß- 2vö)+ iß-b) (a+2b) 

13. 
l-V, 

The modified Eshelby model gives better predictions of the Youngs modulus for both SiCp reinforced 
MMCs fabricated by conventional PM sintering and HIPPing processes. 

Fig. 5 shows the plots of 0.2% yield strength of MMCs against the SiCp volume fraction. The yield 
strength of the HIPPed MMCs are considerably higher than that of PM fabricated MMC because the 
HIPPing process has densified the MMCs due to the isostatic sintering condition. The yield strength 
increases with increasing SiCp volume fraction. The yield strength estimation of the composites using the 
Shear-lag model is also shown. The yield strength [14,15] can be expressed as 
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= 05V, (2 + //C0+ Q.-V,) 
14. 

where ac and om are yield stresses of the matrix and composites, respectively. Similar to the Youngfe 
modulus calculations, the Shear-lag model give yield strengths lower than the experimental results. 

The effect of SiCp reinforcement on composite fracture strength is shown in Fig. 6. The tensile strength 
decreases with increase in SiCp volume fraction. The SEM micrographs of the HIPPed composites 
revealed that the MMCs fail through progressive particle cracking during tensile deformation when the 
volume fraction of SiCp is high, Fig. 7. This reveals that SiCp reinforcement has broken because the 
failure strain of particulates is smaller than that of the alloy matrix. The fracture stress of the composite 
can be estimated from the rule of mixtures, and assuming the fracture stress of paniculate (ap) equals to 
zero, thus 

oc= <y-vfxsml 
15. 

where omf is the fracture stress of the matrix. The predicted yield stresses of MMCs fabricated by PM 
and HIPS techniques are depicted as full and dashed lines in Fig. 6. The experimental results correlate 
well with the theoretical estimation. 
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CONCLUSION 
Al-based MMCs were successfully fabricated by the HIPPing process. The density of HIPPed MMCs is 
close to the theoretical value, and is much higher than those fabricated by conventional PM sintering. 

The Youngk modulus of MMCs increases with increasing SiCp volume fraction. The Youngfe modulus 
calculation from the Shear-lag model is lower than the experimental data. On the other hand, the 
modified Eshelby model gives good prediction of the Young's modulus. 

The fracture strength of MMCs decrease with increasing SiCp volume fraction and cracking of the SiCp 
particles upon tensile deformation was observed. 
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ABSTRACT 
Hydrostatic extrusion is a process where the billet is completely immersed in pressurized liquid. Pressure at 
the die orifice is lower than that at the die entrance, and the resulting pressure differential causes metal flow 
toward the orifice or die exit. The force required to push the billet through the die is thus provided by the 
hydrostatic pressure instead of by a direct ram force. 

Composite rods or wire are composed of two or more different materials, each material having its own 
distinctive mechanical characteristics. Because a composite rod billet deforms more uniformly in 
hydrostatic extrusion than in conventional extrusion, it is considered that hydrostatic extrusion is one of the 
most effective processes to manufacture composite rods and wires 

The aim of this work is to propose an analytic model for hydrostatic extrusion. In this model, the liquid 
surrounding the billet is considered as a kind of hydrodynamic lubrication. On the other hand, the upper- 
bound theorem is adopted to analyse the deformation of the composite rod or wire. A model describing 
plastic flow of these clad rods has been established. Work-hardening effects of the materials are taken into 
account in the model. The results show the deformation behavior of billets in hydrostatic extrusion under 
different processing conditions. Finally an experiment of hydrostatic extrusion of round rod has been 
conducted and its results found to be very close to the model analysis. 

INTRODUCTION 
Hydrostatic extrusion is one of the high pressure extrusion processes used in industry for manufacturing of 
composite rods. The isotropic pressure produced by hydrostatic extrusion increases ductility of the material, 
which in turn increases the forming ability of many "difficult-to-extrude" rod billet. 

Avitzurfl], Yamaguchi[2] and Matsura[3] all conducted pioneering experiments on the hydrostatic 
extrusion of composite materials. Avitzur[4][5] and Osakada[6] proposed analytical models to predict 
different deformation patterns of a composite billet during hydrostatic extrusion. Wilson[7][8][9] 
investigated the lubrication characteristics of hydrostatic extrusion. Snidle[10][ll] discussed the thermal 
effects of the lubrication film. Cho[12] combined hydrodynamic lubrication theory with the admissible 
velocity field proposed by Nagpal[13] for the hydrostatic extrusion of tubes. 

Most of these studies dealt only with rod composed of one particular material, however, the constituent 
component of the composite clad rod billet is usually made of materials with distinctive characteristic, thus 
its extrusion is far more difficult to accomplish. 

In this study, an upper bound method is integrated with hydrodynamic lubrication theory to analyse 
hydrostatic extrusion of composite rod. The energy dissipated both by deformation of the billet under 
extrusion and the lubrication film are considered, and the deformation pattern of the composite rod can thus 
be predicted by minimization of the total energy consumed. 

HYDROSTATIC EXTRUSION MODEL 
Fig. 1 shows an analytical model of the hydrostatic extrusion of composite rod. The thin shaded area 
indicates the lubrication film established under extrusion. The outer sleeve of the composite billet is not in 
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direct contact with the die surface because of the existence of this lubrication film. The final dimension of 
the product is determined by the thickness of this film, which in turn can be calculated from hydrodynamic 
lubrication theory proposed by Reynolds. 

In hydrostatic extrusion, we made the following assumptions: 
(1) Both weight and inertia of the lubrication film are neglected. 
(2) The lubrication film is an incompressible Newtonian fluid. 
(3) The film thickness is small compared with the other dimensions. 
(4) No slip exists between fluid and the solid surfaces. 

Lubrication Film. 

Fig. 1. Analytical model of the hydrostatic extrusion of composite rod. 

Fig. 2. is a free body diagram of the lubrication film, from ^Fy = 0, we have: 

p ■ rdrdQ -(p + ^-dy)-rdrdQ -(x + -^dr) ■ (r + dr)dQdy +x ■ rdQdy = 0 1. 
ay dr 

here p is the pressure, x is the shear force. Since p = p(y) ? x = x(r), Equation 1 can be reduced to: 

dx        dp 
x+r = ——-r 2 

dr        dy 

pdA {p+^f-dyydA 
dy 

xdA 

Fig. 2. Free body diagram of the lubrication film. 

On the other hand, because the lubrication film is Newtonian fluid: 
du 

X=V-T 3. dr 
here, u is the velocity of the fluid. Replace (3) into (2),we now have: 

du d ,du      ,       ,dp 
v--r + r--r(-r-\;i) = -(-T-r) 4. dr dr   dr dy 

From assumption (4), we know there is no slip between fluid and the outer sleeve of the billet, so we 
determine on the outer sleeve surface that: 
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Kbso 

Also at the die surface u = 0 , so: 

u = 
]_ dp 

4\l   dy 
(R 

2      r2 ,     (Rso -Rbso)   l,7f
Rso \ 

R*n  , r 
ln( 

R 
-) 

bso 

Rbili ■ V0 

Rlo-ln(^) 
■ln(^9.) 

r 
R bso 

5. 

6. 

By substituting Equation 6 into Equation 4, at constant flow rate, we can solve for dp/'dy and with the 

help of boundary condition, we finally obtain the dissipation energy R consumed by the lubrication film 
per unit volume: 

R = ^)2 7. 
or 

Total energy loss caused by the film Wiub is: 

Wlub=24\R
R°°oR-rdrdy 8. 

On the other hand, calculation of the extrusion energy is based on the upper bound method, the velocity 
fields of the composite billet is adopted from Jeng and Hsu[14], which under polar coordinate specify the 
following: 

a. for the sleeve : 

= v0f0
f(0)\Rso(*.o)-R^,o)}*$> 

Vy(y)= £f(y)\nl,«f.y)-*to.y)h 
V*(r$,y): 

Vr(r,6f,y)- 

 ——L j—t?rk
Rsi2(to.y)-teo2(*,y)]-vAy'}w 

Rso2(<b,y)-Rsi2($,y)°dy 

r \dVy(y) { ao (4>,jQ] } Rso2{$,y) \dVy(y) | ds> (M 

2[    dy %      J 2       \    dy $ 

r [ op dy 

b. for the core : 

Vv(y) = 
V0f0f

(0)'RfaflW 

fr(y)R*t(*,y)# 

v^ (rfi.y) = —j^—J*|-fe(4>, y) ■ vy(yM 
* R2irt,y)i0dy 

9. 

10. 

11. 

12. 

13. 

14. 

Total energy J*tota\ consumed by the composite rod during hydrostatic extrusion thus equals, 
• * * * 

J total = J billet + Wlub * 5 • 

J*otal  is directly coupled with the film thickness, so from the upper bound theory, we know that 
deformation of the billet will occur at the minimum energy consumed, in this way, the deformation pattern 
of the composite rod can be predicted. 
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RESULTS AND DISCUSSION 
Common defects of the composite rod during extrusion includes fracture or wavy deformation of core or 
sleeve, non deformation of the core, etc. In this study, both core and sleeve are allowed to have their own 
exit velocity at the die exit. If the result indicates slip between core and sleeve at the die exit, we will 
conclude non-homogeneous deformation takes place, which will lead to product defect. 

Fig. 3. shows the extrusion pressure with different semi-die angles for a Cu/Al(core) combination. For core 
volume percentages from 20-80, hydrostatic extrusion will render a sound deformation, while for the 
traditional extrusion only the unshaded area can be safely extruded[15]. This result clearly indicates 
hydrostatic extrusion is a much better forming process for manufacturing of the composite rod. 

■£ 2000 

Core:80% 

Traditional Extrusion Defects 

SSS3- Core:20% 

Core:60% 

Core:40% 

0.00 10.00 20.00 30.00 40.00 

Sem i-die angle (deg.) 

Fig. 3. Extrusion pressure with different semi-die angles for Cu/Al(core) combination. 

Fig. 4. depicts extrusion pressure with the core/sleeve strength ratio. The semi-die angle is 10° and the core 
volume percentage is 64. For the various extrusion ratios shown, the composed rod can be safely extruded 
hydrostatically, while traditional extrusion can only be safely conducted at the unshaded area[15]. 

Extrusion Ratio:2.5 

1.11 

Traditional Extrusion Defects 

0.20 0.40 0.60 0.80 1.00 1.20 
S trength R atio  ( C ore / S lee ve  ) 

Fig. 4. Extrusion pressure with the strength ratio of core/sleeve. 

Extrusion pressure increased with the increase of extrusion ratio is shown in Fig. 5. Here, the combination 
of the composite rod is O.F.H.C. Copper/Al-6061(core), semi-die angle is 15°. When compared with the 
experiment conducted by Yamaguchi[2], we found the results to be similar. 
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the experiment of Y amaa^chi[2] 
Cu 50% ; Hv125    50% 

Cu 20%  ; AI-6061 

.2 4 0 0 0 

5 

Cu 60%  ; AI-6061  40% 

Cu 80%  ; AI-6061 20% 

O .F.H .C . Copper 

g 1 o 
Extrusion Ratio 

Fig. 5. Extrusion pressure vs. extrusion ratio. 

The effect of strength ratio on the extrusion ratio is indicated in Fig. 6. When the extrusion ratio is 2.0 and 
the semi-die angle equals 15°, the larger the volume percentage of the stronger constituent, the larger the 
extrusion pressure. 

0.2O 0.4O 0.60 
Strength Ratio ( Sleeve / Core ) 

Fig. 6. Extrusion pressure versus strength ratio. 

Finally, Fig. 7 shows the analytical results have the same trend as the experimental results. It is clear that 
this model proposed a numerical result higher than the experiment. This is because upper bound theory 
predicts a higher energy consumption than what is truly consumed. 

8.00   — Analysis . 

c o 
6.00   — Experlm ent 

O 

CO 
o 

c 
.2 

E 4.00     Extrusion ratio : 4 
billet : AI-6061 
<J   = 252 (1 + 42 r)0"' MN   Im2 

2.00   — 

0.00 1            '            1            '             1 1 
1 0.00 1 5.00 20.00 

Sem i-d ie a ng le ( deg . ) 

Fig. 7. Analytical results compared with experimental results. 
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CONCLUSION 
An analytical model applicable to the hydrostatic extrusion of composite rod is proposed. It is found : 

1. Hydrostatic extrusion has a far wider forming range than traditional extrusion. 
2. Extrusion pressure increase with both extrusion ratio and strength ratio. 
3. The combination of hydrodynamic lubrication theory with the upper bound theory obtained an 

analytical results agreeable with the experiment. 
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ABSTRACT 
In this paper, a general framework for the finite element simulation of powder forming processes is 
presented. The research is focused on two different operations: the compaction process of powder and the 
process of localization. In the process of compaction, powders exhibit strain or work hardening, the volume 
reduces and the material becomes harder. A model is adopted to represent this physical process by 
employing an updated Lagrangian formulation for large deformation, a hardening cap model for the 
compressible behaviour of powder material and an interface element formulation for frictional behaviour of 
the contact surface. An adaptive analysis based on error estimates and automatic remeshing techniques is 
also applied to simulate the compaction process. In the process of localization, the ultimate capacity of the 
new materials is evaluated using the analysis of failure. A method for dealing with incompressible material 
is presented for capturing the strain localization and displacement discontinuity. An adaptive procedure is 
also introduced for elongating elements with suitable error measures, which will indicate and capture 
effectively the localization regions. 

INTRODUCTION 
The numerical simulation of the compaction process is central to an understanding of the mechanics of 
powder behaviour and when it is coupled with experimental inputs the simulation can be considered as an 
alternative tool to achieve a more economic enterprise. The computational models developed for the 
modelling of compaction forming processes can be basically classified into two approaches, i.e. 'micro- 
mechanical' and 'macro-mechanical' approaches. The micro-mechanical approach considers the discrete 
nature of powder particles, whereas the macro-mechanical, or continuum approach, characterises the 
overall behaviour of the powder mass by idealising the powder mass as an equivalent continuum material. 
Both the micro- and macro-mechanical approaches, have advantages and disadvantages in the modelling of 
powder compaction. Nonetheless, from an industrial viewpoint the macro-mechanical approach has a 
definitive edge over the micro-mechanical approach in that the gross behaviour of the powder mass can be 
modelled and simulated on an industrial scale. In the present study a finite element model based on the 
macro-mechanical approach is adopted to present two different operations: the compaction process of 
powder and the process of localization. 

The compaction forming of metal powder is a process involving large deformations, large strain, non-linear 
material behaviour and friction. For a successful modelling of such a highly non-linear behaviour, a cap 
plasticity model is applied to describe the constitutive model of compressible and hardening behaviour of 
materials [1]. This model reflects the yielding, frictional and densification characteristics of powder along 
with strain and geometrical hardening which occurs during the compaction process. A hardening rule is 
used to define the dependence of the yield surface on the degree of plastic straining. A plasticity theory for 
friction is employed in the treatment of the powder-tooling interface [2]. The involvement of two different 
materials, which have contact and relative movement in relation to each other, must be considered. A 
special formulation for friction modelling is coupled with a material formulation. The interface behaviour 
between the die and powder is modelled by using an interface element mesh. 

The process of localization refers to the phenomenon by which the deformation in solids localize into 
narrow bands of intense straining. It is well known that strain localization and indeed displacement 
discontinuity can arise in materials exhibiting plastic behaviour. Indeed such localization is almost certain 
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to occur if strain softening or non-associated behaviour exists, though it can be triggered even when ideal 
plasticity is assumed. This study is concerned mainly with the manner in which the numerical discretization 
process has to be devised so as to capture the localization phenomenon. 

THE MIXED u - 71 FINITE ELEMENT FORMULATION 

The main problem in the application of a standard displacement formulation to incompressible, or nearly 
incompressible problems, lies in the determination of the mean stress, or pressure, which is related to the 
volumetric part of the strain. For this reason it is convenient to separate this from the total stress field and 
treat it as an independent variable. In the present study, a method is presented for applying the mixed 
formulation for both compressible and incompressible material [3]. The mixed u - n formulation for elasto- 
plastic analysis can be presented as 

ST(ad - nut) + p b - p ii = 0 

T     n 1- 
m e = 0 

K 
where u is the displacement vector, b is the body force acceleration, p is the density and rj is the total 
stress. <jd is the deviatoric stress vector defined as ad = a - mn, the mean stress it is 7t = (1/3) mTa with m 
denoting a vector which has a form of mT= [1,1,1,0,0,0] for the general three-dimensional stresses. S is the 
strain operator relating displacements and strain (e = Su), K is the bulk modulus of material defined as K = 
E I [3(l-2v)], where E is the elastic Young's modulus and v is the Poisson's ratio. Applying the standard 
finite element Galerkin discretization process to equations (1), with the independent approximations of u 
and Jt defined as, u = Nuü and 7t = N^S, we obtain the following algebraic equations 

fBTGddQ + QI + MÜ = fu 

a 2. 

QTü-Cn=fK 

where B is the strain matrix relating the increments of strain and displacement (i.e. de = Bdu). If 
displacements are large, then the strains depend in a non-linear manner on the displacements [2]. M, Q and 
C are the mass, coupling and compressibility matrices, defined as 

M = = Jf<pNudQ     ,      C=JN£—N^dQ      and      Q=fBTmNJtdQ 3. 
no. Q 

and f u and f^ vectors are defined as 

fu = |N„pbdQ+ JNjtdr     and      f„=0 4. 
a r 

The definition of the spatial problem is complete when the constitutive law for use in the first term of 
equation (2) is defined. This term represents the internal force, and for non-linear problems, can be written 
as 

JßTod dQ = JBT(DT -mAjnT)BudQ = KTU 5. 
n n 

where DT is the consistent tangential stiffness matrix can be obtained by performing a full differentiation on 
the internal force term. 

THE COMPACTION OF MATERIAL 
In the mechanical behaviour of metal powder forming, the focus of attention has been mainly on two 
points, the choice of suitable constitutive models and the factional algorithm for describing the interaction 
at the powder-die interface. For the nonlinear behaviour of powder materials, a double-surface plasticity 
model based on a combination of a convex yield surface consisting of a failure envelope, such as a Mohr- 
Coulomb yield surface and a hardening elliptical yield cap is developed [1]. This model reflects the 
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yielding, factional and densification characteristics of powder along with strain and geometrical hardening 
which occur during the compaction process. The solution yields details on the powder displacement from 
which it is possible to establish the stress state in the powder and the densification can be derived from 
consideration of the elemental volumetric strain. 

For the interface behaviour between powder and die wall, a plasticity theory of friction which is similar to 
the theory of elasto-plasticity based on a stick (or adhesion) law, a stick-slip law, a wear and tear rule, a slip 
criterion and a slip rule, is employed [2]. The constitutive modelling of the frictional behaviour of the metal 
powder is modelled by Coulomb's friction law and the plasticity theory of friction in the context of an 
interface element formulation. Further details about the considered cap plasticity model for powder 
materials and friction model for interface between the die and powder are given in Refs.[l, 2]. 

ERROR ESTIMATION AND ADAPTIVE REMESHING 
Despite the advantage of the Lagrangian description in which deformation history dependent variables 
(strain hardening) can easily be taken into account and the changing shape of the formed product can be 
followed, one of the significant limitations of this approach is the progressive distortion. This can cause 
large approximation errors or make the Jacobian determinant negative. In order to solve this problem, an 
efficient way is to use error estimates and adaptive remeshing, which not only control the discretization 
error, but automates the simulation process [4, 5]. The error estimates, which we shall use here, will be 
presented in the U norm of strain as 

l|ee|| = ||e*-i|| 6. 

where e is the discontinuous strain derived by a finite element solution and 8* represent an improved 
solution which can be obtained by a global smoothing using the interpolation function Nu and nodal 

parameter e   as 
c \ 

_* —* 
8* = N„ e where s  = 'u 

V£i 

jN^NudQ      JNJSCIQ 7. 

The adaptive mesh refinement strategy depends on the nature of the criteria on accuracy which we wish to 
satisfy. A very common requirement is to specify the achievement of a certain minimum percentage error 
in the L, norm. Thus, we require that after remeshing each element will have the same error and the overall 
percentage error is equal to some target percentage error (i.e.t|<r|aim). If we assume that the error is equally 
distributed between elements these requirements can be translated into our placing a limit on the error in 
each element and the new element size can be predicted. 

A Rotational Flanged Component 
In order to illustrate the applicability of the present formulation, an adaptive FEM analysis has been 
employed for the non-linear behaviour of a rotational flanged component, as illustrated in Figure 1(a). The 
analysis commences with an uniform distribution of elements. The non-linear solution is carried out for 
various loading steps until the estimated error exceeds a prescribed value, or the sign of the Jacobian 
determinant becomes negative. At this time a new mesh is generated using appropriate refinement criterion. 
The information at the end of the previous step is transferred to the integration points of the new mesh by 
using nodal points as reference points to store the information. Finally, the non-linear procedure is 
performed on the new mesh starting from the beginning of the new step. 
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Fig. 1. A rotational flanged component; a) Geometry and boundary conditions, 
b) Predicted top and bottom punches forces at different displacements. 

a. b. c. 

Fig. 2. Adaptive FEM analysis for a rotational flanged component; a) Initial mesh, 
b) First adaptive mesh (T|aim= % 4), c) Second adaptive mesh (T|aim= % 2). 

The iron powder properties chosen in the analysis are given in Ref.[5]. The variations of top and bottom 
punch forces with displacements are plotted in Figure 1(b). The compaction process is carried out by a top 
punch movement of 3.44 mm, then a bottom punch movement of 7.70 mm and finally a further top punch 
movement of 2.62 mm, as illustrated in Figure 2. It can be seen that the proposed adaptive finite element 
approach is capable of simulating metal powder compaction processes in an efficient and accurate manner. 

THE PROCESS OF LOCALIZATION 
One of the other major challenges in the computation of powder forming problems is the analysis of failure. 
Such computations are needed to evaluate the ultimate capacity of new materials, but they are fraught with 
serious difficulties. One of these difficulties is the process of localization, which is ubiquitous in failure. In 
this study, the mixed u - 7t formulation is applied for incompressible plasticity material such as a Tresca or 
Von-Mises material. In particular, if plasticity of an isochoric (volume-preserving) type is used, typified by 
classical Tresca or Von-Mises models, difficulties will arise with a simple, linear triangle (3C) finite 
element [3]. These difficulties are avoided to some extent by using the equivalence of the displacement 
form with a mixed formulation involving both the displacement u and pressure n as independent variables. 
It was shown in Ref.[3] that if a correct approximation is used then both the uniform and non-uniform mesh 
refinements will converge to the correct answer and clearly indicate the localization phenomenon. 

In order to evaluate the ultimate capacity of the new compacted powder materials, a flanged component, at 
the final stage of compaction (Figure 2c), is numerically analysed by applying the mixed u -7C formulation 
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uv=0, V=° 

a. b. c. 

Fig. 3. A compacted flanged component; a) Finite element modelling using T6C/3C elements, 
b) Effective plastic strain contour at d = 1.12 mm (H = -5000 N/m2). 

and using the triangular quadratic continuous displacement elements with the triangular continuous linear 
pressure elements (T6C/3C). A single movement of the bottom punch is applied to capture the strain 
softening. The finite element modelling of this compacted flanged component along with the effective 
plastic strain contour at d = 1.12 mm are given in Figure 3. The variation with displacement of the reaction 
of the bottom punch for two values of the plastic hardening/softening modulus, i.e. H=0.0 for ideal 
plasticity and H=-5000 N/m2 for softening plasticity are plotted in Figure 4(a). It can be seen that the mixed 
formulation can be effectively used for such a compressible-incompressible combined material. However, 
with finite elements the problem of the local element size influencing the final solution for strain softening 
materials remains and an adaptive analysis using element elogation can be effective in the modelling of 
such phenomena. 

Adaptive Analysis Using Element Elongation 

An adaptive analysis is presented for elongating elements with suitable error measures, which will indicate 
and capture effectively the localization regions. The A-adaptive remeshing procedure adopted here is based 
on the manner developed by Zienkiewicz et al.[6]. In order to measure and indicate the error occurring in 
the values of displacements in each individual element, we shall estimate its magnitude based on the 
gradient of displacements as 

5uh 

e= u  -  u- < e = ch 
dx max 

where || u || and || if11| are the exact and finite element solutions, x is any direction chosen, h is elemental 
size and c is a positive constant. In practical application we shall try to devise a procedure in which the 
error indicator in each element is reduced to, or below, a specified values. In this case, a solution including 
displacements and their derivatives will be obtained from an initial mesh. The minimum size of elements 
and their directions will be indicated using expression (8). Finally, a mesh satisfying the requirements will 
be generated by the best available procedure. 

An adaptive analysis using element elongation is performed to the compacted flanged component, given in 
Figure 3, at d = 1.12 mm from the initial mash (Figure 3a) in the manner described above. As expected the 
adaptive remeshing provides a clear picture of localization phenomena, as illustrated in Figure 4(b). The 
numerical analysis shows that adaptive solutions using elongating element can be effective whatever 
starting mesh is used. 
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Fig. 4. a) Reaction of the bottom punch, b) Adaptive analysis using element elongation. 

CONCLUSION 
In this paper, a numerical analysis of metal powder forming processes was presented for both compressible 
and incompressible materials. In the process of compaction, an adaptive analysis was simulated by an 
updated Lagrangian finite element formulation. For the adaptive strategy, a-posteriori Zienkiewicz-Zhu 
estimator using L2 norm of strain by a recovery procedure was proposed. To describe the constitutive 
model of compressible behaviour of powder materials, a cap plasticity model using a hardening rule was 
applied to define the dependence of the yield surface on the degree of plastic straining. A special 
formulation for friction modelling was coupled with a material formulation by employing the interface 
element mesh in the contact area between the die and powder. In order to demonstrate a part of the wide 
range of problems that can be solved by the present formulation, the powder behaviour during the 
compaction of a rotational flanged component was analysed numerically. In a further work, the ultimate 
capacity of new materials was evaluated using the analysis of failure. A mixed u - n formulation was 
applied for incompressible plasticity material such as a Tresca or Von-Mises material. An adaptive analysis 
using element elongation was performed to the compacted flanged component. The numerical analysis 
shows that adaptive solutions using elongating element can be effective whatever starting mesh is used. 
The results clearly indicate that the algorithm makes it possible to simulate the powder forming problems 
efficiently and automatically. 
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ABSTRACT 
Microstructure and high temperature deformation behavior of Ti-Si3N4 mechanically alloyed (MA) powder 
compacts were investigated. Powders of the elements Ti and Si3N4 whose composition was Ti-20mass% 
Si3N4 were blended for MA. A planetary ball mill was used for milling under an Ar gas atmosphere. The 
MA powder milled for 720ks was heated at various temperatures. The MA powder was consolidated by 
vacuum hot press (VHP) at 200MPa for 10.8ks at 803K. The specimens were provided for compression 
tests at 913K-1073K at various initial strain rates. The MA process of Ti and Si3N4 powders for 720ks 
resulted in the formation of an amorphous and an a-Ti phases. These phases changed to TiN, Ti2N and 
Ti5Si3 phases after the heat treatment at elevated temperatures. A (TiN + Ti5Si3) ultra fine microduplex 
structure was obtained after the heat treatment at 1473K for 3.6 ks. The compression tests revealed that the 
803K-VHP specimen with non-equilibrium phases show the lowest flow stress at 993K at initial strain rate 
of 4.2 x lOV in the three VHP specimens. Furthermore, the 803K- VHP specimen indicated lower flow 
stress at 993K at an initial strain rate of 4.2 x 10"V rather than that at 2.1 x lOV1. Such a reverse of the 
flow stress between two different initial strain rates was attributed to the phase transformation during the 
deformation. The slower strain rate test produced larger amount of harder phases such as TiN, Ti2N and 
Ti5Si3. The specimen compressed to 25% (e = 0.28) at 993K at an initial strain rate of 4.2 x 10"V' consisted 
of an (a-Ti+Ti2N+ Ti5Si3) microduplex structure with an average grain size of approximately 40 nm. 
Therefore, there exists an appropriate condition for a low temperature and high strain rate forming process. 
A (TiN + Ti5Si3) microduplex structure with an average grain size of approximately 250 nm was also 
obtained in the specimen compressed to 25% after annealing at 1473K for 3.6 ks. 

INTRODUCTION 
The obstructions such as poor ductility and toughness are serious problem to be overcome for structural 
ceramics. The composite techniques originating from cermets or carbides have been developed to various 
types of composites and their processing technique [1]. Mechanical alloying (MA) was originally inverted 
as a means of producing fine and uniform dispersion of oxides in superalloy matrix, and has a high 
potential of fabricating new types of composites. MA is one of the advantageous powder metallurgy (PM) 
processing technique which enables to give a non-equilibrium state to powders by introducing high density 
strain energy. In other words, the non-equilibrium PM processing such as MA is a kind of 
thermomechanical treatment of powders which can control microstructure of the sintered compacts. 
Application of the MA process to the titanium aluminides made a remarkable improvement on their 
ductility and workability by grain size refinement [2, 3]. It is, therefore, very important to pay an attention 
to the conditions of the treatment, such as heating rates and holding temperatures during sintering, as well 
as microstructure of the powders to obtain compacts with an ultra-fine grain structure. 

EXPERIMENTAL PROCEDURE 
The starting materials were a commercially pure Ti (99.7 mass%) powder of average particle size of 45 The 
starting materials were a commercially pure Ti (99.7 mass%) powder of average particle size of 45 |im and 
an oc-Si3N4 (98.7 mass%) powder of average particle size of 720 nm. They were blended to the composition 
of a Ti-20 mass% Si3N4, and mechanically alloyed by a planetary ball mill conducted at a rotation speed of 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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250 rpm for 720 ks with a SKD11 vial and SUS304 stainless steel balls under an Ar-gas atmosphere. The 
powder to ball weight ratio was 1 : 3.6. During milling, 0.5 mass% of n-Heptane was added as a process 
control agent. 

The 720ks MA powder was vacuum hot pressed (VHP) at 803 K for 10.8 ks, under a pressure of 200 MPa 
and at a heating rate of 0.5 Ks"1, followed by furnace cooling. The compression-test specimens of the 
column of 3mm <|) x 4mm were cut from the VHP compacts. The VHP compacts were compression tested 
at temperature range between 913 K and 1073 K at various initial strain rates between 2.1 x Iff4 s"1 and 2.1 
x 10"3 s\ The specimens were examined by DSC, X-ray diffraction (XRD), SEM and TEM. 

RESULTS AND DISCUSSION 
The microstructure change during milling was examined by means of XRD analysis of the MA powders. 
Figure 1 shows XRD patterns using Cu Ka radiation of the powder mechanically alloyed for 0 s, 72 ks, 180 
ks, 360 ks and 720 ks. Substantial broadening of the XRD peaks of the original species took place with the 
progress of milling, and XRD peaks of Ee-Ti phase was the only remaining peaks after 180ks milling. 

Figure 2 shows a TEM micrograph and a selected area diffraction pattern (SADP) of the MA powder 
milled for 720 ks. Although the SADP indicates that the MA powder is consisted mainly of an amorphous 
phase, a very fine grain was observed inside of the MA powder. TEM/EDS analysis revealed that such a 
fine grain had Ti richer composition rather than the matrix phase, so that the Ti rich nano-grain might be an 
a-Ti which is remained after MA process. Therefore, the MA powder provided for VHP compaction had a 
microstructure of an amorphous phase with a small amount of Ti-rich nano-grains. 

The DSC analysis performed on the MA powder seem to support the actual existence of an amorphous 
phase. The DSC result of the 720 ks MA powder, shown in Figure 3, indicates that a large exothermic peak 
at 953 K took place due to the crystallization of the remaining amorphous phase in the MA powder. XRD 
examination of the MA powder heat treated at 973 K confirmed the formation of a-Ti, TiN, Ti2N and 
Ti5Si3 phases. In addition, no carbide caused by the presence of n-Heptane was observed. 

?    Si3N4 
?     Ti 

?        ?     $    MAOs 
■" —     -ft- — Aft        - -     - 

oA*A  ■■ ■»■ 
MA72ks 

MA180ks 
V«V  *   V 

MA360ks 

MA720ks 

50 60 
2? / deg. 

70 80 90 

Fig. 1. XRD patterns of the MA powder milled for 0 s, 72 ks, 180 ks, 360 ks and 720 ks. 
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Fig. 2. TEM micrograph and a selected area diffraction pattern (SADP) 
of the MA powder milled for 720 ks. 
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Fig. 3. DSC profile of the MA powder milled for 720 ks. 

From these results, vacuum hot pressing was carried out at 803 K, in which the MA compact was expected 
to have an oc-Ti nano-grain structure. Figures 4 (a) and (b) shows a XRD pattern of the VHP compact and a 
stress-strain curve for the compression test at 993 K at an initial strain rate of 2.1 x 10"4 s"1. Prior to each 
compression test the specimen was held at 993 K for 0.6 ks. The compression test was interrupted at a 
strain of 0.28. As can be seen in Figs. 4 (a) and (b), although the VHP compact was consist of an a-Ti 
phase at first, flow stress increased with strain during the compression test. In general, flow stress at 
elevated temperature decreases with test temperature. Therefore, such an unusual high temperature 
deformation behavior implies that structural change occurred with the compression test. 
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Fig. 4. a. XRD pattern of the VHP compact and 
b. stress-strain curve for the compression test 

at 993 K at an initial strain rate of 2.1 x 10"4 s"1. 

Figure 5 shows XRD results of the VHP compact deformed to e = (a) 0.00, (b) 0.06 and (c) 0.28 at 993 K. 
The VHP compact contains a large amount of a-Ti phase and a small amount of Ti2N and Ti5Si3 phases at 
the initial state, i.e., e = 0.00. The latter two phases seem to be formed by nucleation and growth during 
holding at 993 K for 0.6 ks. However, as deformation at 993 K proceeds, the XRD peak intensity of a-Ti 
phase decreases while that of Ti2N and Ti5Si3 phases increases. Figures 6 (a), (b) and (c) are the TEM 
micrographs of the specimen deformed to e = (a)0.00, (b) 0.06 and (c) 0.28 at 993 K at an initial strain rate 
of 2.1 x 10"4 s"1. The TEM micrographs coincide with the XRD results in Figure 5. A nano-grain structure 
was observed in all specimens and their grain size was almost constant even after deformation to e = 0.28. 
In other words, the nano-grain structure shown in Figure 6 was nonuniform during deformation since the 
compact is in a non-equilibrium state and has the ability to change its structure. 

CuKa 
Compression Test at 9Ä5K 
VHPat803K-200MPa 
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X Ti2N 

"iyji. 
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LJ mm 

(b) e =0.06 

(c) £=0.28 

50 
28 /deg. 
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Fig. 5. XRD results of the VHP compact deformed to: a. e = 0; b. e = 0.06; and c. e = 0.28 at 993 K. 
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Fig. 6. TEM micrographs of the VHP compact deformed to (a) e = 0, (b) 0.06 and (c) 0.28 at 993 K. 

Since the hardness of Ti2N and Ti5Si3 phases are higher than that of the a-Ti phase, increasing these harder 
phases during deformation resulted in an apparent work-hardening behavior as shown in Fig. 4 (b). The rate 
of microstructure change in the specimen during high temperature deformation strongly depends on the 
deformation temperature as well as the strain rate. Therefore, it is expected that there will exist an optimum 
condition to decrease flow stress for the deformation process. 

Figure 7 shows the flow stress of the specimens at e = 0.28 at various temperatures at various initial strain 
rates. As can be seen, a minimum flow stress was obtained at 993 K at an initial strain rate of 4.2 x 10"4 s"1. 
Such a reversal in the flow stress between two different initial strain rates was attributed to the micro- 
structural change during deformation. The slower strain rate test produced larger amounfc of harder phases 
such as TiN, Ti2N and Ti5Si3. In addition, TEM observations demonstrate that the specimen comsisted of 
an (a-Ti + Ti2N + Ti5Si3) microduplex structure with an average grain size of approximately 40 nm. 
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Fig. 7. Flow stress of the specimens at e = 0.28 at various temperatures at various initial strain rates. 
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Figure 8 shows an XRD result and a TEM micrograph of the specimen deformed to e = 0.28 (i.e., 25% 
reduction in area) at 993 K at an initial strain rate of 4.2 x Iff4 s"1 followed by heat treatment at 1473 K for 
3.6 ks. The XRD and TEM results indicate that the specimen consisted of TiN and Ti5Si3 phases and their 
average grain size was approximately 250 nm. It is well-known that these phases are very hard, so that it 
requires extremely high temperature for superplastic deformation. However, starting with a non- 
equilibrium phase compact such as cc-Ti and/or an amorphous phase, enables the system to deform at lower 
temperature and lower flow stress. The same microstructure can be obtained by following with a heat 
treatment stage. It is noteworthy that the non-equilibrium process enables us to obtain an ultra-fine grain 
structure. Thus, there exists an appropriate deformation condition to improve the composite forming 
process as well as mechanical properties of the products. 

30       «        .50       SO        70       'SO 

2 0 IMg. 

Fig. 8. a. XRD result and b. TEM micrograph of the specimen deformed to e = 0.28 at 993 K 
at an initial strain rate of 4.2 x 10"4 s"1 followed by heat treatment at 1473 K for 3.6 ks. 

CONCLUSION 
High temperature deformation behavior and microstructural changes were investigated in aTi - 20% Si3N4 

MA powder compact. Deformation of a non-equilibrium phase compact, composed mainly of an oc-Ti 
phase, demonstrated the reversion of the flow stress at elevated temperatures. Such a reverse of flow stress 
between two different initial strain rates was attributed to a microstructure change during deformation. 
Utilizing a non-equilibrium deformation process, we are able to improve the composite forming process as 
well as mechanical properties of the products. 
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ABSTRACT 
A numerical model has been suggested to predict and analyze the shape of a growing billet produced by 
spray casting using the scanning gas atomizer. It is important to understand the mechanism of billet growth 
because a billet with a desired final shape can be obtained by optimum combination of several process 
parameters. The shape of a growing billet has been determined by the flow rate of alloy melt, spray mass 
distribution, rotation and withdrawal speed of the substrate, and scanning motion of the gas atomizer. 
Scanning motion has been controlled by the profile of a cam which determines scanning angle and 
scanning speed of the gas atomizer. The effects of the most dominant process parameters, such as 
withdrawal speed of the substrate and the cam profile, on the shape of the growing billet have been 
discussed. This numerical model can also serve as a basis for heat transfer analysis of the growing billet. 

INTRODUCTION 
Spray casting is governed by many processing conditions, and therefore is of importance in understanding 
the effects of such conditions upon the process[l-2]. It is essential to examine the preform growing 
mechanism because this provides useful information for heat transfer and deformation analyses, and 
microstructure control, especially when the shape of the preform is three dimensional, e.g. billets. Also, by 
accurate control of the process, the desired final shape without secondary cutting operations can be 
produced. The shape of a growing billet is determined by the flow rate of the alloy melt, the mode ofgas- 
atomizer scanning which is due to the cam profile, scanning angle, and the withdrawal speed of the 
substrate[3-5]. In the present study, a theoretical model was first established to predict the shape of the 
billet and next the effects of the most dominant processing conditions, such as withdrawal speed of the 
substrate and the cam profile, on the shape of the growing billet were studied. Process conditions were 
obtained to produce a billet with uniform diameter and flat top surface, and an ASP30 high speed steel 
billet was manufactured using the same process conditions established from the simulation. 

MATHEMATICAL MODEL FORMULATION 

Volumetric Deposition Rate of Spray Cone 
It is important to predict mass flux distribution of the spray to calculate the shape of the preform. Fig. 1 
shows a schematic of the spray cone. By assuming that all droplets move parallel to the spray axis, the 
volumetric deposition rate m (m3/m2 s) at a point P inside the cone in the direction of spray axis can be 
written as[6]: 

m(rs,ds) = m0(ds)-Qxp 
(b.r.V 

V 

1. 

where ds is the distance from atomizer to deposition circle, rs the distance from center of deposition circle 
to point P, m0 the volumetric deposition rate at the center of deposition circle which includes the point P, 
and b is a constant which are determined by experiments. The exponent n is a shape factor of the spray 
which indicates the extent of the concentration of the droplets on the center of the spray cone. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Fig. 1. Schematic droplet mass flux profile 
in the spray cone 

substrate 

Fig. 2. Scanning motion of the gas atomizer with 
rotation of disc cam 

The volumetric deposition rate at the center of deposition circle can be determined by integrating Eq. (1) as 

mQ(ds) 6       -tty 

K(n)-d> 

2ir 
where K(«) = — T 2. 

and <1>V means the overall volumetric flow rate (m/s) of melt supplied to gas-atomizing nozzle. 

SCANNING VELOCITY AND CAM PROFILE 
The gas atomizer is scanned by a cam mechanism in order that uniform mass flux and enthalpy of spray 
across the billet surface are obtained. Fig. 2 shows the scan of gas atomizer with cam rotation. It is 
necessary to calculate the temporal change of scan angle § of the spray axis as it relates a point on the billet 
surface with the gas atomizer. The cam displacement 8 can be represented in terms of elapsed time t as 

8(0 = T|tane(0 3. 

where e is the angle between the initial and current spray axes, represented by(|>o and (]), respectively. Here, 
<|)o and (]) have the relation (|)(f)= <|>o + e(0- The temporal change of scan angle <j) of the spray axis can be 
related with 5, e, and r\ as follows: 

tan<|>(0: 
tan<|)0+tans(f) _ r\ ■ tan(|)0 + 8(0 

1 - tan <|>0 • tan e(t)    r\- tan <j)0 • 8(/) 

To produce a preform with a desired shape, it is necessary to control the scan of the atomizer. It should be 
noted that a preform of desired shape can be produced by controlling the scan of the atomizer which affects 
local deposition rate of droplets. Therefore it is important to design the cam profile, i.e. cam displacement 
8, so that a desired scan motion is achieved. 
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BILLET GROWING MECHANISM 
The relative position of the billet, atomizer, substrate, and the position vectors are illustrated in Fig.3. In a 
real manufacturing process, the atomizer scans around the billet and the substrate withdraws downwards 
with speed v while rotating about a vertical axis with angular velocity co. In modeling the process, we 
assume that the substrate stands still and that the atomizer rotates about substrate axis and moves upwards 
while scanning. We also assume the origin of the Cartesian coordinates (X, Y, Z) is attached to the center of 
the substrate. 

Scanning 
Atomizer 

Spray 
Deposited 

Billet 

substrate withdrawal 
Fig. 3. Position vectors illustrating relationship 

between gas atomizer, spray cone, growing billet, 
and moving substrate. 

Vt 
Fig. 4. Incremental change of billet shape 

during growth of billet. 

To predict the deposition rate at each position on the billet surface, several position vectors are defined. 
From Fig. 3, vectors rs and ds can be represented in terms of vectors A, P, S as 

(P-S-A-S' 
r=B-P=A+ 

B-A = 

V 
PS 

s-s 
•A-S^ 

S-P 
5. 

S-S 
Vector P indicates arbitrary point P on the billet surface and A the location of atomizer at elapsed time t. 
Vector S starts from the atomizer and ends at the point at which spray axis intersects X-Y plane. P is 
independent of time and is expressed in Cartesian coordinates as 

P = [x, y,z]-[r cos 0,    rsinG,    /(/■) ] 6. 

where 8 is an angle between X-axis and the plane which includes the point P and Z-axis, r is the radial 
distance of the point P from Z-axis, and/is the vertical distance of the point P from the substrate. Vector A 
is given by 
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cosco/    sinco/   0 

A = [W,    0,    H + vt]- -sinco?   cosco/   0 

0           0    1 

= [Wcoscat,   W sin co/,    H + vt] 7. 

where H and W are the initial height of the atomizer and the radial distance of the atomizer from Z- 
respectively. The vector S can be represented in terms of the vector A and the scan angle <j>(t) as 

axis, 

cos co/    sin co/   0 

S = [-(J7 + v/)tan<K0»    0,   -(H + vt)]- -sinco/   cosco/   0 

0           0    1 
8. 

= [-(#+ v/) cos co/-tan <))(/),   -(# +v/) sin co/-tan (()(/),   ~{H + vt)] 

Now, ds and rs are obtained by substituting Eqs. (6) to (8) into Eq. (5) as 
|ds|=|(H  +vt-f)cos<|)(t) + [W-rcos(cot -6)]-sin<j)(t)| 9. 

,  ,_  I          W2+r2-2Wrcos((Ot-Q) + (H + vt-f)2 
10. 

|s|    \-{sm$(t)-[W- - r cos(co/ - 9)] + cos <)>(/) -(H + vt-f) f 

Furthermore, unit normal vector Np at point P and unit vector Ns which is parallel to spray axis are given by 

Ns=- ■ = [coscot-sin<|>(t),    sintotsin())(t),    cos([)(t)] 

NP = [-cos0sincx,    -sinOsintx,    cosa] 

where a is an angle between the tangential vectorTp and the Z-plane, and is defined as tan a = df/dr. 

The deposition rate at a point P in the direction normal to billet top surface is calculated as 

T(r,e,/) = [m(rs,^)]x[Ns-NP] 

11. 

12. 

K(n)d\ 
-exp 

brs cos a • cos ())(/) - sin a • cos 9 • cos co/ • sin (|)(/) 

- sin a ■ sin 9 • sin co/ • sin $(/) 
13. 

The average growth thickness Ah in the direction of normal to the billet surface is obtained by integrating 
Eq. (13) as 

Ah = jt    *¥(r,Q,t)dt 14. 

Fig. 4 shows the incremental change of billet shape. It is noted that position vector P at time/+A/ is updated 
from an arbitrary billet surface at time / as follows 

P, = [*,,y,z'] = P + AA-NP 

= [(r-A/z-sinoc)cos9,    (r-A/2-sinoc)sin9,   f(r) + Ah-cosa] 

RESULTS AND DISCUSSION 
Table 1 shows the process conditions established from a series of computer simulations to produce a billet 
which has uniform diameter of 0.14 m and flat top surface while maintaining a constant growth rate. The 
corresponding billet shape calculated using the process conditions in Table 1 is shown in Fig. 5. This 
indicates   the   possibility   of producing   an   actual   billet  with  uniform   morphology   and   scale   of 
microstructures, by controlling the local growth rate at the billet top surface. 

Effect of Substrate Withdrawal Speed 
Process simulations have been performed to observe the effect of substrate withdrawal speed on the billet 
shape. Billet shapes were calculated using the same process conditions as in Table 1 except the substrate 
withdrawal speed. It was changed to 0.00025 m' (case A) and 0.00055 m s"1 (case B), and the 
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corresponding billet shapes are shown in Fig. 6a (case A) and Fig. 6b (case B). In case that the withdrawal 
speed is too slow compared with the billet growth rate as in case A, spray axis tends towards edge of the 
billet surface. As a result, the shape of the top surface becomes concave and the billet diameter becomes 
larger as deposition process continues. In contrast to case A, if the withdrawal speed becomes too fast 
compared with the billet growth rate, the billet diameter gets smaller and the shape of the top surface 
becomes convex, as in case B. Therefore, to manufacture a billet with uniform diameter and flat top 
surface, one should maintain the distance between atomizer and deposition surface constant by controlling 
the process so that the substrate withdrawal speed and the billet growth rate are balanced. 
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Fig. 5. Desired billet shape at each elapsed time. Fig. 6. Billet shape variation due to different 
withdrawal speeds.(a) v=0.00025m/s (b) v=0.00055m/s 

Effect of Scanning Cam Profile 
In the present research, a scanning cam mechanism was designed to regulate density and enthalpy of the 
spray. Fig. 10 is the plot of the radial velocities and displacements of the scanning cams used for the 
present simulations to study the effect of cam profile on the billet shape. Radial velocity of cam 1 was 
designed so that the gas atomizer scans slower at the edge than at the center of the billet top surface. As a 
consequence, a billet with flat top surface could be obtained throughout the whole deposition process as 
already shown in Fig. 5. However, in case of cam 2, the atomizer has the same scan velocity at the center 
and at the edge, and it results in higher growth rate at the center than the edge of the billet top surface. Fig. 
8 shows the billet shape obtained using the radial velocity of cam 2. Due to higher growth rate at the center, 
billet top surface is very uneven and the radius of the billet becomes smaller as the process continues. 
However, after 150 rotations high growth rate at the center exceeds the substrate withdrawal speed, and it 
result in increase of billet radius. It is also observed that the local deposition rate varies as deposition 
proceeds, and it may yield a billet of non-uniform microstructures. 

CONCLUSIONS 
In the present study, a numerical method was presented to predict and analyze the shape of a growing billet 
produced from the spray forming process. A theoretical model was first established to predict the shape of 
the billet and then the effects of the most dominant process conditions, such as withdrawal speed of the 
substrate and the cam profile, on the shape of the growing billet were studied. The design guidelines were 
extracted from the simulation to manufacture a billet with uniform diameter and flat top surfaceas follows: 
(l)The process should be controlled so the substrate withdrawal speed and the billet growth rate are 

balanced. 
(2) The scanning cam mechanism should be designed so the gas atomizer scans slower at the edge than at 

the center of the billet top surface. 
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Fig. 7. Cam radial velocities for Cam 1 and Cam 2.    Fig. 8. Billet shape produced using Cam 2. 

Table 1. Process conditions to produce desired billet shape 

Or=4xlO-5/nV « = 1.4 half scan angle = 3° 
H = 0.25 m W = 0.20 m *o=34° 
(0 = 2JI rad s'1 C0C =27tx8.1rac?*"1 v = 0.0004 m s~x 
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ABSTRACT 
Concurrent Engineering offers to industry, the promise of significant reductions in product development 
times matched to equally significant improvements in product and process quality. To adequately realise 
this promise, we suggest that a crucial focal point is the development of models that further the 
understanding of the nature of design planning within such complex environments. Progress in the long term 
towards developing computer-based techniques and tools to support human participants within the 
organisation may only proceed with this understanding. Although computer based systems are increasingly 
being utilised to support process improvements in CE manufacturing planning, there exists a significant gap 
in the knowledge of not only how this technology can be used to support upstream design planning 
decisions, but in the fundamental paradigms that would be necessary for the development of such a design 
process planning system. In this paper we suggest that the Blackboard Database is an appropriate tool for 
investigating and developing models and strategies to represent human cognition in CE design planning. 

INTRODUCTION 
Concurrent Engineering (CE) as a philosophy for product development, emphasises two central themes: 
namely, (a) simultaneous execution of tasks in order to minimise development time; and (b) utilisation of 
downstream life-cycle knowledge in upstream development processes to maximise product and process 
quality. Although satisfaction of either objective may decrease the project cycle time, it is generally not 
known a priori whether selection of one strategy over another will produce the most favourable result with 
respect to other constraints and objectives existent at different levels of an organisation. For example, a 
strategic objective of an organisation may be to secure market share through quality and the company may 
be willing to absorb project cost overruns or extensions to achieve it. The authors suggest that emphasis 
should not be simply to either maximise task concurrency or maximise utilisation of life-cycle knowledge. 
Rather, emphasis should be on maximising the effectiveness of resource utilisation so that design tasks 
execute at the right time, for the right reason, meeting the right requirements and giving the right results [1]. 

Within the product development process, design presents itself as perhaps the most complex, least 
understood, yet most promising area for leveraging significant gains in terms of cost savings, risk reduction, 
and quality improvements through planning [2,3]. Planning is essential to successful leverage of these CE 
benefits because of the dynamic nature of the organisation, the product, and the design process itself. 
Planning can be viewed as a decision-making process that attempts to predetermine a course of action to 
achieve some particular goal [4]. Although product design often consists of intuitive and creative-thought 
not amenable to computerisation, we take the broader view that design and design planning are primarily 
decision-making processes that are largely repetitive tasks which contain identifiable reasoning structures, 
strategies, constraints, rules, and data that can be automated. These basic decision-making elements form 
the basis of models that represent design planning activities of a human planner in a CE design 
environment. 

An artificial intelligence tool called a blackboard database provides a way to examine and formulate 
coherence of the basic planning elements by viewing them as a system model containing: (a) an abstracted 
problem state, (b) knowledge that acts upon the problem state, and (c) strategies to apply the knowledge to 
the problem state. We suggest that an appropriate model to capture essential features of human-centric 
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planning in a distributed CE design environment is one that represents the problem state in terms of four 
primary levels of abstraction referred to as GDDI [5]: 

(1) Plan generation (G), 
(2) Plan decomposition (D), 
(3) Plan distribution (D), and 
(4) Plan Integration (I). 

Knowledge sources consist of production rules and algorithms applied to solve the individual sub-problems 
at each level. A solution for one sub-problem becomes the input to another sub-problem and so on, until a 
complete solution is obtained. This problem-solving activity is monitored and coordinated by the control 
source which may be encoded with knowledge application strategies or reasoning. We present additional 
models which may be used to devise knowledge sources and control strategies that can be applied to 
provide solutions for each sub-problem contained within the abstracted GDDI problem state. 

MODELLING CE DESIGN ENVIRONMENT 
The design phase appears to be the most predominant aspect of product development in that its influence on 
the cost and functionality of a finished product and thus an organisation^ profitability, is grossly 
disproportionate to the investment cost [6]. Traditional methods for structuring resources within an 
organisation to design, develop, manufacture and distribute products to customers are proving inadequate in 
an economic climate exemplified by diminishing windows of opportunity for time-to-market and demand 
for ever-increasing quality improvements. Departmentalisation and limited cooperation is giving way to a 
reorganising of expertise and functions into distributed regimes of experts who may not even reside within 
the same national boundaries of the parent company. These new organisational structures are product- 
focused in that the needs of the product at any point in its development dictate the resource structure of the 
organisation. This holistic view is partially achieved through use of Product Development Teams (PDTs). A 
PDT may be thought of as a group of individuals or agents whose collective knowledge and expertise can 
be efficiently matched to a defineable set of problems representing a specific phase of the product 
development process [7]. The planning of these team-activities is highly complex requiring coordination of 
inputs to decision-making from many areass within the organisation which must be rationalised to prevent 
an overflow of contributions from slowing down the design process [8]. 

The knowledge available to PDTs to support design planning can be modelled as either Product, Process or 
Organisational (PPO) knowledge which may be in the form of requirements and constraints formulated as 
data and rule sets which assist in guiding decision-making [9]. The types of knowledge that is found within 
each category of the knowledge model are numerous, varied and highly-dependent on the purpose to which 
it is utilised. Figure 1 shows a few of the knowledge types that pertain specifically to design planning. 

Product Knowledge Process Knowledge Organisational Knowledge 
Life-cycle Attributes Requirements Strategic 
Product Specification Conceptual Tactical 

Product Hierarchical Structures Analysis 
Embodiment 

Operational 

Fig. 1.   Product, Process and Organisational Knowledge Types for Design Process Planning 

The Process Knowledge shown in Figure 1 consists of a number of distinct decision-making phases that 
represent a common prescriptive model of the design process [10]. In a logical sense, design phases are 
useful to represent transformations of knowledge into a product and so, these reasoning are used to 
determine the state of the product along its path of evolution. These heuristics provide a means to determine 
the knowledge needed, when, and what decisions have been made and which decisions are yet to be made. 
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The design process does not exist in isolation. Rather it operates within an organisation with its own 
primary imperatives and goals concerned with maintaining competitive advantage. The Organisational 
Knowledge shown in Figure 1 depicts three well-established levels of knowledge within a hierarchical 
authority structure that bears significantly on design process planning. For example, a company may have a 
competitive strategy with the objective to develop a distinctive quality advantage for its product. A tactic to 
accomplish this goal may be to specify that a reliability analysis of several key components of the product 
be conducted. At the operational level this may entail generating additional tasks in a particular sequence as 
well as allocating resources to these tasks for their completion. Determining which tasks must be performed 
and the degree to which these tasks are accomplished without expensive project overruns is at the core of 
CE design planning. 

PLANNING MODELS 
There are a number of reasonable definitions for planning available in the literature [4,11,12]. A common 
denominator in all these definitions, is that planning is a cognitive decision-making process to specify a 
course of action to achieve a specified objective [5]. The term "cognitive" is crucial to our research in that it 
emphasises that planning is viewed as a problem in knowledge application and the determination of 
strategies to apply this knowledge should be our primary goal. One strategy which appears to emulate 
satisfactorily the cognitive problem-solving behaviour of human plänners is referred to as "opportunistic 
strategy" [3,4,7]. In such a strategy, decisions on what knowledge and when it should be applied is based on 
the current state of the solution and whether or not it will be advanced through this action. An opportunistic 
strategy is well suited to complex, ill-structured, indeterminate problems such as design planning. 

We can model decision-making in design planning by expanding the decision-making model of Intelligence, 
Design and Choice proposed by Simon [13]. In this model we: 

1. define an objective from, for example, specifications and requirements; 
2. identify or search for tasks which when temporally ordered will satisfy the objective; 
3. generate a number of these plan sets; 
4. test these plan sets for effectiveness in satisfying the objective by using known constraints; and 
5. make a choice as to which plan set is preferable. 

The salient points that we derive from this simple expansion are concerned with selecting appropriate 
models for our objectives and the required tasks. There are several possible models available such as 
Program Evaluation and Review Technique (PERT), Structured Analysis and Design Technique (SADT or 
IDEFO), and Design Structure Matrices (DSM). Of these techniques we feel that SADT provides the most 
promising starting point to model tasks for the purpose of design planning. At the core of SADT is the 
Structured Analysis (SA) box shown in Figure 2 [6]. 

Fig. 2.   Structured Analysis (SA) Box 

The SA box represents an activity which transforms inputs into desired outputs and is guided and 
constrained by control data. Mechanisms are those elements which are required to support the activity but 
more importantly may be used to cross-reference models (organisational, resource etc..) which are needed 
for task completion. While all of these techniques have advantages in representing tasks in design planning, 
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further investigation will be necessary to adapt the SADT task model to satisfy the structural requirements 
imposed by the blackboard system. 

BLACKBOARD REPRESENTATION 
The Blackboard Database Architecture (BBDA) is a knowledge-based problem solving system which 
emulates the real-life scenario of experts who, in a controlled manner, cooperate by contributing partial- 
solutions to a larger complex problem represented on a blackboard [14]. The BBDA has been extensively 
utilised as a tool for investigating and representing complex, distributed problems with no determinate 
solution such as those found in concurrent design process planning [15,16]. The three main components of a 
BBDA which are required to represent this metaphor are: the Blackboard Database, Knowledge Sources 
(KSs) and a Control Source (CS). 

The Blackboard Database acts as centralised storage for data and information placed there by KSs. These 
KSs may interact with each other only through the database which also provides a common data structure 
for integrated communication. The database is hierarchically structured into separate, related levels of 
abstraction, each corresponding to partial problems that are loosely-coupled to form the overall problem. 
The knowledge required to solve these partial problems are contained within KSs in the form of production 
rules or algorithms designed specifically for each partial problem. The CS makes a number of decisions on 
KS coordination, including, but not limited to: (1) which KS will be selected out of those that are triggered, 
(2) when this KS will be executed, and (3) where in the problem structure it will be applied. A CS may 
operate opportunistically or be encoded with predetermined knowledge application strategies to enforce or 
induce a preferred system behaviour [5]. It is primarily this flexibility of problem-solving behaviour that 
makes the BBDA a promising candidate for modelling the cognitive behaviour of human planners. 

Determining the structure of the blackboard database requires the selection of an abstraction hierarchy that 
will best represent the overall problem of cooperative planning in a distributed environment from the most 
global perspective [17]. The four primary levels of abstraction of GDDI referred to in the introduction make 
up the top-level of the blackboard database hierarchical structure as shown in Figure 3. We depict data 
received from external agents such as PDTfc, management and other participants in the planning process 
serving as input to the top-level Integration abstraction layer of the hierarchy. An Integration KS transforms 
data on this level to provide input to the Generation level which then becomes input to the Decomposition 
level and so on, until a fully distributed plan consisting of partial plan sets with associated constraints are 
transmitted as output data to the external agents in the system. These agents may execute these plans and 
modify constraints and the cycle will repeat itself ensuring that a current global plan is maintained. 

E                   1    A l^AlUllldl rtgdllS 

Input Data 
r 

i L 

Integration KS-Integration 

Generation 1 ► 
KS-Generation 

 ^ 
Decomposition 

KS-Decomposition *  

 » 

Distribution 
KS-Distribution 

Output Data 

Fig. 3.  Blackboard Database Structure for Planning 
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FURTHER RESEARCH 
Our research is currently focused on the design and specification of the planning problem as it will be 
represented within the blackboard database data structure. This entails asking ourselves a number of 
questions, such as: 

1. What constitutes an acceptable solution to the problem? 
2. In what form should the solution take as output of the BBDA? 
3. What information do we need as input to each level of the GDDI solution? and 
4. What knowledge is needed to produce output for each level of the GDDI solution? 

We anticipate that answers to these questions will best be facilitated by designing a simplified design 
planning problem model and interpreting the information that is contained within the data of this model. We 
expect that a rigorous examination of this model will provide us with a clearer understanding of the 
knowledge required to: 

a. generate plans; 
b. decompose these plans into sets of tasks; 
c. distribute these tasks to agents for execution and modification; and 
d. retrieve and integrate the results from these agents to generate a new plan. 

A primary expectation of this research is the development of a simplified working blackboard system to 
prove the benefits of providing engineering management with a design process planning software decision 
support tool that is based on a clear understanding of the CE design planning process in a distributed 
product development environment. 
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ABSTRACT 
A high quality, cost effective product can not be consistently and economically produced unless product 
design is developed based on a comprehensive understanding of all relevant factors and their interactions. 
This research aims to: (1) develop an integrated design for injection molding methodology that 
accommodates concepts of concurrent engineering; and (2) develop a computer-integrated design for 
injection molding based on this methodology to provide interactive design aids and consistent design 
assessment to improve injection molding product design quality, producibility, and cost effectiveness. 

INTRODUCTION 
Injection molding is a significant net shape manufacturing process for producing high tolerance, precisely 
defined plastic components by forcing molten plastic under high pressure into a split material mold. 
Injection molding product design may start with a new design or a redesign for injection molding from a 
preliminary design. They all involve a wide variety of design expertise, knowledge of engineering and 
injection molding processes and the use of computer-aided tools [1]. As many details need to be considered 
simultaneously, a great deal of trial and error occurs in the design process. Moreover, due to the 
complexity, details are often overlooked even by experienced designers. As a result, the design quality is 
not consistent. And, since redesign or design modifications are made frequently to make a design 
manufacturable, injection molding product design is a long and costly iterative process. 

In recent years, concurrent engineering has emerged to improve product competitiveness by resolving 
product life cycle concerns at the earliest stages of design. These concerns interrelate the entire product life 
cycle from conceptual design through manufacturing to disposal, including product functionality, 
producibility, assembleability, serviceability, and even, recycleability. One of the practices of concurrent 
engineering is the use of computer-aided design for X tools for functionally acceptable, manufacturable, 
assembleable, and recycleable design [2, 3, 4]. Most of the methodologies are analogous to the method of 
design for manufacturing (DFM) and design for assembly (DFA) [5] which concentrated merely on a 
specific life cycle concern, such as product producibility, functionality, or cost effectiveness. 

Instead of focusing on a particular development concern, the design for injection molding research being 
conducted at the Computer-Aided Concurrent Engineering Research Lab. of National Cheng Kung 
University addresses molding product life cycle issues, including product functionality, quality, 
producibility, tooling, and cost, in an integrated fashion at each product design stage. 

CHARACTERIZATION OF DESIGN FOR INJECTION MOLDING 
The molding product life cycle includes the activities of product design, process design, mold design, and 
mold manufacturing process planning. The molding product and process development concerns that should 
be considered in the product design stage include: product requirements and specifications, producibility, 
quality, time to market and cost. Each of these concerns has interdependencies with other concerns. 
Points considered in product requirements and specifications include product functions, mechanical and 
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physical properties, dimensions and tolerances, surface finish, precision tightness, hardness, etc. Principles 
related to product requirements and specifications include: 

1. avoid unnecessary tight/high specifications; 
2. relate critical dimensions to only one mold member, and 
3. minimize draft angles in critical material content areas. 

Product lead-time is determined by product and process development time, tool fabrication time, and 
product manufacturing time. Similarly, the cost of a molded product primarily consists of material costs, 
processing costs, post-processing costs, and tooling costs. The factors affecting product time to market and 
cost are inter-related. A product configuration optimized for injection molding should: 

1. fill completely with material; 
2. solidify quickly and without defect; 
3. eject readily from the mold; and 
4. release heat smoothly. 

FRAMEWORK OF INTEGRATED DESIGN FOR INJECTION MOLDING 
The integrated design for injection molding framework was developed based on the approach of feature- 
based design, the principles of concurrent design and the methodologies of interactive design evaluation, 
iterative redesign, and life cycle concern assessment. 

In feature-based design, a product is constructed, edited, and manipulated in terms of features with certain 
spatial and functional relationships. At the conceptual design stage, product requirements are specified in 
terms of functions, each of which corresponds to one or more physical components called form features or 
functional features. In preliminary design, the major shape of a product is configured using the functional 
features based on the products functional requirements. The features themselves are functionally defined by 
attributes which represent significant design aspect and manufacturing semantics, and which are 
geometrically represented by a set of parameters [6, 7, 8]. 

The basic idea of concurrent design is that product life cycle issues are considered and reviewed 
throughout all product and process development stages. In the proposed framework, the concept of 
concurrent engineering is implemented by (1) providing design advice at each product design step based on 
evaluations against molding product design concerns to avoid unacceptable designs and (2) performing life 
cycle assessments for mold design and process design on product design results to ensure that all life cycle 
issues are resolved at the product design stage. 

Instead of fully automating the design and redesign, an interactive design evaluation and iterative redesign 
approach is employed. That is, the product design is performed as an iterative "design, design evaluation, 
and redesign" process. The product designer is responsible for initial design decisions and the design 
advisory system is interactively evaluating each decision. If any violation occurs, a redesign is suggested 
and the designer is responsible for the redesign. The iteration continues until no further violations exist or 
the designer accepts the result. 

Based on the methodologies, a framework for integrated molding product design is proposed as shown in 
figure 1. It includes the phases of molding product design, molding process design concern assessment, 
molding mold design concern assessment, and mold fabrication concern assessment. In the phase of 
product design, concerns of product functionality, producibility, quality, and cost effectiveness are 
evaluated at each design stage. The product design result is then assessed against the concerns of process 
design, mold design and mold fabrication. 

The activities of molding product design include feature design, preliminary design, parting line design, 
and detail design. The objective of feature design is to design a feature that is functionally acceptable, as 
well as producible and cost effective. At this stage, the product designer is responsible for selecting a 
feature that fulfills product functionality. Evaluations for producibility and cost effectiveness of the part 
feature and manufacturability of corresponding mold feature(s) are performed. The feature placement is 
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then conducted, which is followed by an evaluation of the interactions between the placed feature and other 
interacting features. The evaluation focuses on the impact caused by the interactions on product 
producibility, cost effectiveness, and mold manufacturability. After creation of initial product geometry, a 
global shape evaluation is performed to ensure producibility of the product and mold manufacturability. 

Parting line design includes parting line specifications and evaluations of product producibility and cost 
effectiveness and mold manufacturability according to the specifications. Undercut detection and mold 
cavity manufacturability assessments are the major tasks in this step. 

Detailed design refines the preliminary product geometry into a moldable final product model by adding 
drafts and rounding corners based on the specified parting line locations. Evaluations of product 
producibility, cost effectiveness and mold manufacturability are also conducted at this stage. Life cycle 
assessments are performed at the end of product design to ensure the design results do not conflict with the 
concerns of other life cycle activities. 
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SHAPE CHARACTERISTICS AND PRODUCT DESIGN CONCERN ANALYSIS 
Most of the evaluations discussed in the previous section are performed to check if any geometric 
characteristics or significant items may conflict with design concerns. Therefore, analysis on part geometric 
characteristics and the relationships between design concerns is one of the major tasks in this research. This 
section presents the results of the analysis. 

Considered from a functional perspective, features can be classified into positive and negative elements [8]. 
The shape of a feature can be an individual primitive or the combination of several primitives, which can be 
a solid or a surface. A solid primitive is created in terms of a 2D profile and a trajectory operation. The 
shape characteristics of features can be categorized based on their operations and trajectories, and the 
material fillability and relative processing time and cost of each category can be obtained. 

A positive part feature forms a cavity in a mold, while a negative feature makes a protrusion in a mold, that 
can be formed using an insert or core. Mold features and their shape characteristics can therefore be 
obtained from part features. Similar to part feature characteristics, the shape of mold cavities can be 
categorized according to their operation and trajectory. Based on trajectory type, a suitable manufacturing 
method for each category can be identified and prioritized. The relative manufacturing time and cost can be 
obtained based on the manufacturing methods and number of dimensions for manufacturing operation. 

Besides individual feature characteristics, most shape characteristics or significant items are formed by 
feature interactions that depend highly on spatial relationships between features. Therefore, Abstraction of 
shape characteristics formed by feature interactions can be done by clarifying spatial relationships between 
features. The spatial relationships between 2 coplanar features can be classified into "adjacent" or "non- 
adjacent" relationships. The former indicates 2 features that share at least one face, while the latter indicates 
two features that share no faces. The "adjacent" relationships can be further classified based on the type of 
features. Two positive features can be either "adjacent to" or "intersect" each other; and a positive feature 
can be an "add on" to a negative feature. On the contrary, perhaps a negative feature "is in" a positive 
feature. Similarly, two negative features can be "adjacent to" or "intersect" each other. To summarize, 
relationships between features include "adjacent to", "intersect", "add on", "is in", and "coplanar". 

Based on the feature spatial relationships, the geometric characteristics can be generalized as significant 
items, such as depth, thickness, height, volume, and cross-sectional-area. Two adjacent positive features 
may have a stacked-up "height" or "thickness". The "area", "height" and "thickness" are significant items 
for two intersecting features. Similarly, "distance" is significant for two coplanar but non-adjacent features. 

Adding a positive feature onto a negative feature forms a protrusion with a significant height or thickness. 
Placing a negative feature into a positive one forms 3 types of cavities - "holes", "grooves" or "steps" 
depending on the degree of freedom for placement. Each type of cavity owns significant items such as 
thickness, depth, and cross-sectional area. A "hole" type negative feature can only be placed in one 
direction to form a "hole" cavity in a part. A "groove" type negative feature can be placed in two directions 
to form a "slot" or "pocket" cavity. A "step" type negative feature can be placed in three directions and 
forms a "step" cavity. Placement direction is the orientation that a core can be inserted into and removed 
from a part or the direction that a cutting tool can approach to remove material to make the cavity. Two 
adjacent negative features may form a stacked-up depth. Similarly, placing a negative feature inside 
another negative one will also form a stacked-up depth. Mold shape characteristics are identified from the 
part shape by feature mapping and model refinement discussed in the next section. 

SIGNIFICANT ITEM EXTRACTION AND MODEL REFINEMENT 
The identification of global geometric characteristics and the extraction of significant items of the 
characteristics is performed as a refinement procedure (see Figure 2) where high-level feature relationships 
are first identified to support the specialization for the geometric characteristics of individual features as 
well as the detailed spatial relationships among features. The significant items formed from feature 
interactions are then computed or derived based on the detailed spatial relationships and geometric details. 
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Based on a feature-based part model, features located on the same plane are identified first. Spatial 
relationships - "is in", "adjacent to" and "coplanar" between these features and their geometric details are 
then derived. The "is in" and "adjacent to" relationships are identified by searching edges shared by two 
features in the boundary representation model of a part, and distinguished based on the type (i.e. positive or 
negative) of feature involved. 
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Identification of shape characteristics is seen as "specialization", i.e., to specialize high-level semantics - "is 
in", "adjacent to" and "coplanar" - into specific cases for particular application purposes. Three types of 
cavities - "hole", "groove" and "step" can be extracted from the "is in" relationship. Derivation of cavity 
type is based on the number of feasible directions for placing a negative feature to create a cavity. 
According to the cavity type, significant items, such as "depth" and "cross sectional area" of a 'hole", 
"depth" and "width" of a "groove", and "depth" of a "step", can be extracted from geometric details. 

The purpose of feature mapping is to convert a part feature into a mold cavity feature to support mold- 
related evaluations. A protrusion feature will become two depression features in the main cavity, if it is 
split by parting lines, otherwise, it maps into a depression feature. A depression feature can map into one 
protrusion feature and two depression features if it is not split by parting surfaces. On the other hand, the 
mapping results depend upon the location of the parting surface if it is split by parting surfaces. Since a 
parting surface perpendicular to the section plane of the feature will cause an undercut, an insert may be 
required. The mapping result in this case is two depression features and an insert. On the contrary, the 
mapping result will be two depression features if the parting surface is parallel to the section plane of the 
feature. A secondary feature will map into one or two complementary secondary feature(s) depending on 
whether it is split by the parting surface or not. 

SYSTEM IMPLEMENTATION 
The computer-aided integrated design for injection molding is implemented using Visual C++ in a 
WindowsNT™ environment on an Acer ALTOS 9000™ PC-server networked with 6 PC-clients, located in 
the Computer-Aided Concurrent Engineering Research Lab at National Cheng Kung University, Taiwan, 
ROC. A commercial CAD system (Pro/ENGINEER™ from Parametric Corporation), a commercial expert 
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system shell (Nexpert/Object™ from Neuron Data Corporation) and a commercial database system 
(Access    from Micro Soft Corporation) were selected as software components for system development. 

There are three environments in the system: a design environment, a knowledge-based environment and a 
database environment. The design environment, consisting of a feature design module, a preliminary design 
module, a parting line/surface design module and a detail design module, is supported by a knowledge 
based environment, a geometric reasoner and the database environment. This system is fully integrated 
with a mold design system, a mold manufacturing process planning system and an injection molding 
process design system, which forms an environment for concurrent molding product and process 
development [9]. The knowledge-based environment contains a product design knowledge base, a mold 
design knowledge base and a process planning knowledge base. Besides supporting product design, the 
mold design and process planning knowledge bases also support a mold design environment and a 
computer-aided mold manufacturing process-planning environment respectively. 

CONCLUSION 
This paper presented an integrated design for injection molding framework that accommodates 
functionality, producibility and cost effective concerns. Based on this framework, a computer-aided 
integrated design for injection molding system was developed to guide the molding product design process 
and aid developers to improve development speed, consistency, and accuracy. 

The major practical results of this work include: 

1. A framework and method for integrated product design for injection molding. This gives a better way to 
design a product to fulfill the requirements of functionality, cost effectiveness and manufacturability. 

2. A systematic approach to the development of a computer-aided integrated design for an injection 
molding system. This approach can be used to help develop of other computer-based tools or systems. 

3. A computer-based integrated design for an injection molding system that provides consistency and 
systematic analysis and design of the shape of molding components. The results of this research will 
help to rationalize and automate molding product designs and improve the efficiency, quality and 
reduce the cost of product development. 
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ABSTRACT 
This paper presents a novel original theory of artificial psychology based on artificial intelligence. We 
analyze human psychology comprehensively from the context of information science research methods, 
especially in regard to aspects of emotion, willingness, character, creativity and the realization of artificial 
machines. We also present tentative definition, purpose, rules, research content, application domain and 
algorithms, in order to establish an architecture for artificial psychology and promote artificial intelligence 
research to probe deeper into the human mind and so, to generate higher levels of development in the field. 

Keywords: Artificial Psychology, Cybernetics, Software 

INTRODUCTION 
(Theoretical Foundation, International/Domestic Trends, Applictions, Perspectives, R&D Values) 
At this most important period in time, (the turn of the 21st century), many senior researchers are delving 
into the problem of how to combine life sciences with information science to help promote both areas to 
their full potential. Most research focuses on electronic information imitation of the human brain, specific 
aspects of human intelligence and human behavior. This paper presents some probing methods and tries to 
develop a novel research field in automation science or, especially, in information science, on the basis of 
human brain science, psychology, neural science, and automation theory. 

It is well known that on the one hand, research into Artificial Intelligence has been done to a very high 
level. But on the other hand, its purpose has been limited to imitating human intelligence talents such as 
judging, inferencing, proving, explaining, identifying, sensing, planning, learning and problem-solving. 
The main tasks of these activities is how to present, acquire and utilize knowledge. This is not nearly a 
wide-enough research range since human psychology and related activities include not only sensing, 
believing, memorizing and thinking, but also emotion, feelings, willingness, character and creativity. The 
core of this paper is aimed at a comprehensive understanding of human psychology, (especially feelings, 
willingness, character, and creativity) by means of a systematic integration of psychology, brain science, 
information engineering, computation science and novel theories of automation science. 

The most valuable research work in Artificial Psychology are the comprehensive post-imitation and 
machine realization (computation and algorithmic) being done on human psychological activities. 
Application perspectives include development of robots with colorful feelings and intelligence, virtual 
mechanics, and control systems based on the human brain (feelings + sensing = behavior). There is a vast 
potential to apply artificial psychology theory to the design of more humanized commodities and to help set 
up man-to-man and man-to-machine social environments. 

Although, no one has previously devised a theory of Artificial Psychology, there is a trend towards R&D in 
AP, especially in Japan. According to the explanation in Japanese academia, KANSEI Engineering is the 
integration of feelings, emotion, sense, and energy. In order to maintain a leading role in information 
technology into the 21st century, various experts under the organization of the Japanese Economic Ministry, 
have been researching the project of "human media" since 1995 with support of both the Economic and 
Education Ministries in Japan. The results presented in the Proceedings of the International Conference 
held in Nagoya in 1997 and some electronic academic materials are just preliminary, (see References). 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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For example, the definition of KANSEI Engineering is extremely unclear and its application field is just 
one aspect of human psychological activities (sensing), so, this paper presents a more general theory to 
study how we can imitate human psychological activities more comprehensively. The American 
Government has taken research into this Science most seriously in recent years and has passed declarations 
in both the US Senate and the US House of Representatives to define the code between 1990-2000 as the 
Decade of the Brain which epitomizes the booming activities taking place in Brain Science. Human 
sensing, movement learning, memory, thinking, emotion and behavior are all functions of the Brain, which 
is to say, that human psychology is the function of the Brain. 

Brain Science is a biological science, which belongs to natural sciences. Psychology is the image of real 
facts in the brain, which is, in reality, a social science. Brain Science is the foundation of psychology and 
psychologists must be familiar with the structure and function of the human brain. So, brain science and 
psychology are the main theoretical bases for artificial psychology. Since imitation of human emotion by 
means of a machine is not recognized in the field of Artificial Intelligence in China, there is hardly any 
research work being done in this area. However, we deem it advisable that the imitation of human emotion 
by means of computers is one of the forward-technologies in the field of information science, which is 
controlled by the National High-Tech Planning Structure as a feature group within the National Science 
Committee of China. So, it is necessary and urgent for us to develop and keep abreast of the latest 
international developments in this newly-emerging field. Above all, on the basis of an extensive analysis of 
recent trends in the relevant academic areas, this paper presents the essential forward-scientific 
characteristics of Artificial Psychology which includes not only theoretical values of great importance, but 
expansive application ranges as well. 

ARTIFICIAL PSYCHOLOGY 
It is well known that psychology is a basic science of psychological phenomenon generation, development 
and activities. Psychology is the integration of thought, emotion, memory, willingness, character, and 
creativity, i.e., it is image processing of real facts contained within the human brain. Artificial Intelligence 
is a kind of science based on knowledge whose academic domain is theoretical knowledge (advanced 
progress of psychological activities), while artificial psychology deals with lower processes of 
psychological additives whose academic domain is the psychology of the logical activities of emotion, 
willingness, character, creativity with much more fuzzy performance. The relationship between artificial 
psychology and artificial intelligence can be seen in Fig. 1. In our opinion, artificial psychology, which is 
based on artificial intelligence, is an advanced stage of artificial intelligence with more extensive content, 
both are inter-related and complemented. 

Artificial 
Intelligence. 

Artificial 
psycf-io.logy 

Fig. 1. Relationship Between A.I. and A.P. 

From Fig. 1, we can see that the theory of Artificial Psychology is different from KANSEI Engineering as 
presented by Japanese academics. Engineering Psychology in the Psychological field and the harmonic 
interface of man-machine as promulgated by the National Natural Science Committee in China are also a 
subset since the application of Artificial Psychology must be more expansive and novel. The paper tries to 
setup the theoretical architecture of Artificial Psychology (rules, purposes, applications, methods) and to 
realize its practical application to develop a novel academic field in automation and/or information science. 
Artificial Psychology is an interdisciplinary science as shown in Fig.2. Its foundation stems from Brain 
Science, Engineering, Kansei Engineering, Linguistics, Law, Information Science, Automation and 
Artificial Intelligence. Its practical application includes technical support of emotional robots, humanizing 
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commodity design, sensible market development, Artificial Psychology Programming Languages, Artificial 
Creative Techniques, Virtual Techniques for Human Psychology Databases and Mathematical Models, 
Harmonic Interface for man-machine and IS multi-channel Interfaces. 

sense 
market 

d e velop ment 

AJ>. 
Pro gr amming 
language 

Human 
Psychologies 
database and 
mat hematic 

model 

machine 
harm nie 
Interface 

man-tnachi n e 
harmonic 
multi-channel 
Interface 

Artificial 
Psychology SOURCE 

Kansei 
Engineering 

Fig. 2. Artificial Psychology- an Interdisciplinary Science. 

The theoretical structure of artificial psychology is given in the following summary: 
1. Definition: The realization of an artificial machine that contains computer model algorithms that 

comprehensively mimic human psychological activities including emotion, willingness, 
character, creativity mainly by means of information techniques. 

2. Purpose: To build up a happy harmonic social environment of man-to-man, man-to-machine and man- 
to-nature interactions. 

3. Rules: 

4. Aims: 

1) 
2) 
3) 
4) 

"l) 

Imitate human psychology actively. 
Virtue, esthetic happiness are the essential rules. 
Creative imitation of human psychology 
Machine serves as a means to mimic man forever. 

To present the notion of artificial psychology by means of the theoretical foundations of A.I. 
with the integration of psychology, neuroscience, neural science, information science, 
computation, and automation; 

2) To imitate human psychological activities (emotion, willingness, character, creativity, etc.) 
comprehensively, by setting up the theoretical architecture of Artificial Psychology (purpose, 
rules, applications, methods); and 

3) To fulfill the practical application of A.P. 
5. Research needs and vital problem solutions: 

1) To set up the theoretical architecture of Artificial Psychology, especially to overcome the 
limitation of definitions, rules, and content, in order to apply the moral rules of human beings 
which is not currently included in Artificial Intelligence. 

2) To set up the theoretical architecture of Artificial Psychology by means of the theoretical 
achievements of A.I. and the relationships between A.I. and A.P.. 

3) To develop machine algorithms to repress bad emotions, which is decided by the rules of A.P. 
4) To mathematically scale human psychological information whose main achievements were 

made by Japan academics. 
5) To set up a control mode of sense, feeling and emotion as the decision of behavior to imitate 
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the control mode of human brain. The process goes from sensing (instruments) to feeling 
(analysing) to action (behavior) with emotion (adaptation modules) over-riding the normal 
feedback or feedforward control. (See Fig. 3.) 

Emotion 

Sence   - 
Feeling- Control -*- Behavior 

Fig. 3. The Emotional Control of the Human Brain. 

6) To probe the building-up of a programming language for Artificial Psychology which is a 
challenging task. The programming language of A.I. is the presentation of knowledge and 
logical inference. In A.P., the programming language must be a kind of associative language 
whose character is associative inference, chaotic computation, divergent thinking and fuzzy 
induction. The comparison between these is shown in Fig.4. 

Fig. 4. A.I. and A.P. Programming Languages. 

7) Computation algorithm for emotion cultivation. 
8) QiGong - the building up of psychological implication and functions of a human being. 
9) Machine realization of inspiration scintillation as depicted in Fig. 4. 

6) Research Methods & Technologies 
1) Methods: 

Set up the theory of AP by means of fuzzy logic, neural networks, chaotic theory, 
advanced algorithms, on the basic of psychology and brain science. 

2) Technologies: 
By researching psychology, brain science, with reference toKansei Engineering in Japan, 
we will adopt the theory of fuzzy-logic, neural networks and chaos theory to induce a 
mathematical model of human psychology and realize the theory of A.P. into software 
packages such as A.P. databases and process modules which "sense" information and to 
evaluate and imitate human psychological status by means of virtual reality to create a 
psychological evaluating "brain" to promote development of A.P. 

7) The Prospects of Application and Achievements 
It is believed that once a theoretical architecture of A.P. has been set up and human psychological 
information has been scaled, A.P. can be realized on a computer such as imitation of inspiration 
scintillation and the application of emotions in functional decision-making. The main academic areas 
focus on application of emotional control theory in robots; application of sense information processing 
in commodity design and market development and application of inspiration in creative engineering. 
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Correlated 

Machine 
Simulation 

Fig. 4. Machine Realization Scintillation. 

CONCLUSION 
The theory of A.P. as presented in this paper is a novel notion, still in its infancy. It is true that there are 
many complicated problems to be resolved in A.P. such as belief factors of artificial imitation of natural 
psychology; fuzziness; chaotic psychological activities; accuracy of psychological models; and the 
importance of adaptability of A.P. to human morals. By an interdisciplinary academic collaboration of the 
fields of information science and life science presented in this paper, the perspective and applications are 
extensive and far-reaching. This paper is a preface to the theory of A.P. We invite experts and science 
researchers all over the world to join us to develop potential myths and markets in A.P. in the future. 
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ABSTRACT 
Individual manufacturing sites are expected to become more demand-driven than plan-driven. Manufacturing 
industries are faced with the challenge of responding more rapidly to changing markets and evolving business 
opportunities. Focus of factory-floor information systems is on the operation of production equipment and the 
control of processes. There is no direct or regular communication with design and engineering systems. As a 
result, upstream information systems are unaware of factory-floor information details, such as the status of 
work-in-progress (WIP); records of past process performance; availability of appropriate tools, labor, and 
materials. Middle-level information systems, known as manufacturing execution systems (MES), bridge this 
critical information gap between upstream and downstream activities. 

INTRODUCTION 
Manufacturing environments are moving away from stable, high volume environments to more flexible, lean 
environments. Computer science has moved away from the central mainframe type model to a more modular 
client/server-distributed object model. These changes were recognized by Texas Instruments (TI) and the 
Department of Defense, who began a joint project in Oct. 1988 known as the Microelectronics Manufacturing 
Science and Technology (MMST) program. [3] 

The purpose of the MMST was to revolutionize semiconductor manufacturing. Their objectives included 
improvement of the manufacturing process and the creation of a next generation CIM system architecture that 
could exploit new manufacturing technologies while addressing shortcomings in current CIM technology [3]. 
The MMST implemented a CIM architecture using Object-Oriented technology, which resulted in reduced 
development time, improved interfaces, improved module reusability, improved flexibility and improved 
extendibility. The software was so reusable that the embedded machine control in a TI machine was moved to 
another supplier^ machine with no changes to the reused classes whatsoever [3]. 

The CIM implementation resulted in almost complete elimination of operational errors due to the extended role 
that the system played in running the factory [3]. This CIM system, along with the improvements made in the 
manufacturing process, reduced operational cycle time from the typical 30 days to 3 days for single wafer lots. 

SEMATECH, a consortium of semiconductor manufacturing companies dedicated to creation and 
implementation of standards, followed the lead established by TI and began creating an object oriented CIM 
framework specification based on the MMST. SEMATECH calls it the Computer Integrated Manufacturing 
(CIM) Framework Specification. 

The SEMATECH CIM specification describes the framework of a computer system that will "assist in the 
creation of an integrated, common, flexible, modular object model leading to an open, multi-supplier CIM 
system environment". [1] 

The SEMATECH CIM specification limits itself to the description of manufacturing software on the 
manufacturing execution systems (MES) level. MES is that category of software that is between direct 
equipment control and corporate planning [2], as shown below in Figure 1. 
The SEMATECH framework is a set of functional components designed to work together to form an integrated 
manufacturing system. The components covered in this specification are listed in Table 1. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Enterprise Level: 
Corporate accounting, payroll, ordering 

* 
interfaces 

Manufacturing Execution Systems (MES) Level: 
Shop floor scheduling, product genealogy 

3 Scope of 1 
SEMATE 
Framewo 

rthe 
SEMATECH CIM 
Framework 

* 
interfaces 

Tool Level: 
Human-machine-computer cooperation, sequencing, control 

Fig. 1. Enterprise System Context [2]. 

Table 1: SEMATECH CIM Framework Specification Components [1]. 

Factory Services Material Management 
• Document Management 
• Version Management 
• History Management 
• Event Broker 

• Product Management 
• Durable Management 
• Consumable Management 
• Inventory Region 
• Product Specification 
• Bill of Material 

Factory Management 
• Factory 
• Product Release 
• Factory Operations 
• Product Request 

Material Movement 
•     Material Movement 

Advance Process Control 
Factory Labor • Plug In Management 

• Plug In Execution 
• Control Management 
• Control Execution 
• Control Database 
• Data Collection Plan 

• Person Management 
• Skill Management 

Machine Control 
• Machine Management 
• Recipe Management 
• Resource Tracking Process Specification Management 

Schedule Management • Process Specification 
• Process Capability •     Dispatching 

CIM SPECIFICATION 
This section will review the components of the specification that pertain the most to machine control and work 
management. These components will be reviewed as they were written in the specification. Later sections will 
review the actual implementation strategy, as it does differ from the specification. The components that make 
up the structure will be discussed first, followed by the Job flow structure. 

Components 
The two main component groups we will be reviewing are the Machine Group and the Factory Component. 
Their relationship is illustrated in the following diagram, Figure 2. 
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Fig. 2. SEMATECH CIM Specification Components Diagram [1]. 

The Machine Group is made up of ProcessMachine, Sensor, Port, ProcessResource, and none or many Material 
Tracking Locations: 

• The ProcessMachine represents a device for processing product. 
• The ProcessResource is a subinterface of the ProcessMachine. There can be more than one 

ProcessResource per ProcessMachine as in the case of cluster tools. The ProcessResource 
performs the Process Operation. 

• The Port represents an access point to the Machine for material. 
• Material Tracking Locations are places where material may be held. 
• Sensor represents a data collection point for the Machine. [ 1 ] 

The Factory Component is made up of a MESFactory, one or more Areas, a Machine Register with none or 
many Policy Variables, and a Factory Calendar. The objects are described below: 

• The MESFactory represents the main interface to the Factory Component. It is a composite object 
that represents all factory resources. 

• Areas represent groups of resources, grouped either logically or geographically. This is an 
optional component. 

• The Factory Calendar is used to keep track of all Factory scheduling, such as holidays, shut- 
downs, etc. This represents each day in the life of a Factory. 
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• The Policy Variable is used to add additional configurability to the factory, by providing a vehicle 
for more advanced business rules. 

• The Machine Register interface maintains a list of all machines known to the factory. There is 
only one Machine Register per factory. 

Figure 2 also illustrates how the Machine Group relates to the Factory Component through the Area and the 
Machine Register. Each Factory can have zero or more Areas, which can be either functional or geographical 
groupings. Machines are grouped in these Areas, and the Factory can query its areas for the Machines that 
reside in them. In order to determine which machines are available to the Factory to do work, the Factory uses 
the Machine Register. As Machines come up they register themselves with the Machine Register. The Factory 
queries the Machine Register to learn what Machines are available and what their current state is. 

This illustrates the Factory structure, but not the flow of work. For that, we need to examine the Job flow 
structure. 

Job Flow Structure 
Work is passed into and through the factory in the form of Jobs. A Job is defined as a unit of work that is 
requested of and performed by the factory. The flow of work is defined by the following diagram. 

Figure 3 illustrates how work requests make their way from the top level of the MES, the Enterprise, as a 
Product Request, down to the lowest level, the ProcessMachine, as a ProcessMachineJob. This process follows 
these steps: 

1. The Enterprise works with the Product Request Manager to create a Product Request. 
2. The Product Request is broken into Lots Jobs by the Product Request Manager, which then releases 

the Lots Jobs into the Factory in an order that maximizes the Factory^ resources. 
3. The Factory works with Dispatcher and the Scheduler to determine the best schedule of activities for 

the factory. 
4. The LotJob Executor then uses this information to request work from the ProcessMachines. 
5. The ProcessMachines control floor level machine actuation to get the Product created. 
6. The ProcessMachine informs the Factory when the Job is complete, the Factory informs the Product 

Tier Interfaces 

Enterprise tier JobBuilder 

< 
CORBA 

Factory Control tier ProcessMachineRegister, FactorySupervisor 

< 
CORBA 

Machine Control tier ProcessMachine 

Fig. 3. Implementation Tiers. 
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When the LotJob is complete, Request Manager and the Product Request Manager inform the Enterprise when 
the Product Request is complete. 

The next section will review the design of this project implementation and how it differs from the specification 
described above. 

SYSTEM DESIGN 

Architecture 
This project implementation has three main tiers: the Enterprise tier; the Factory tier; and the Machine Control 
tier. These tiers are separated by the CORBA ORB, described in the Technology Used section, and are 
represented by the interfaces shown in Figure 3 below. 

The Machine Control tier is the bottom tier, which consists of one or more ProcessMachines and represents and 
actuates the physical machines in the system. The Factory tier is the middle level that is made up of the 
FactorySupervisor and ProcessMachineRegister. The Factory tier accepts jobs on behalf of the Factory and 
delegates subjobs to the Machine Control tier. On the top is the Enterprise tier, which uses the interface 
EnterpriseExecutor to request jobs from the Factory tier and to represent the interface that an Enterprise system 
would have with the factory. 

Technology Used 
The technologies used were the Java Developers Kit (JDK) 1.1.7B, Visigenic Visibroker CORBA Compliant 
ORB v.3.1, Symantec Visual Cafe Database Development Edition v.2.5a, and WinEdit v96W. 

JDK 1.1.7B is the Java compiler and virtual machine created by Sun Microsystems. It is assumed that the 
reader is familiar with the Java language. 

Symantec Visual Cafe Database Development Edition v.2.5a is a Java Integrated Development Environment 
(IDE) that allows for drag-and-drop creation of GUI layouts. Visual Cafe has many other features like a 
debugger but was used in this implementation solely for GUI development. 

WinEdit v96W is an enhanced text editor program. This editor offers such features as different color fonts for 
different parts of code (this greatly increases readability) and a compiler and debugger. For this project 
WinEdit was used only for editing source code. All compiling, running, and debugging was done on the JDK 
command line. 

Visigenic Visibroker v3.1 is a CORBA compliant ORB (CORBA is explained in the next section). 

CORBA 
The Object Management Group (OMG), a consortium of companies from all facets of the computer industry, 
has defined the Common Objects Request Broker Architecture (CORBA). CORBA is the definition of 
middleware that allows intelligent components to discover each other and interoperate on an object bus [4]. 
This object bus is referred to as the Object Request Broker (ORB). The ORB abstracts away the information 
needed for remote components to communicate. Components can interact with each other across networks, 
servers, and operating systems as if they all were residing on the same machine. This makes it very easy for the 
developer to create networked client/server applications. 

The component's boundaries are defined using Interface Definition Language (IDL). The IDL file is then 
compiled to generate client side stubs and server side skeletons, which permit components to be accessible 
across languages, tools, operating systems, and networks. This allows the developer to worry about object 
interaction rather than all the activities required to locate remote objects and to pass information across a wire. 
CORBA also defines an extensive set of bus-related services for creating and deleting objects, accessing them 
by name, storing them in persistent stores, externalizing their states, and defining ad hoc relationships between 
them. [4] The main CORBA service used in this implementation was the Naming service. 
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The Interfaces 
The project implementation diagram reveals the need to study both abstract interfaces and non-abstract 
interfaces. The abstract interfaces include Resource, JobRequestor, JobSupervisor, and Job. The non-abstract 
interfaces are ProcessMachine, ProcessMachineJob, ProcessMachineRegister, FactorySupervisor, LotJob, and 
EnterpriseExecutor. The abstract interfaces are examined first. 

Prior to discussing the interfaces, it is worthwhile to discuss the concept of Capabilities, or JobCapabilities as 
they sometimes appear in the interfaces. Capabilities are a fundamental part of this implementation and can be 
defined as a process step to be performed by a ProcessMachine. ProcessMachines maintain the Capabilities they 
can perform, and Jobs are made up of Capabilities to be performed. A JobRequestor will build lists of 
Capabilities and use them to request Jobs from JobSupervisors using these lists. The JobSupervisors will then 
verify that they can perform the Capabilities, and if they can, they return a Job to the JobRequestor. Capabilities 
show up throughout the following interfaces in the ways just described and other ways as well. 

CONCLUSION 
The CIM specification is a very complicated document. In attempts to isolate a certain set of functionality to 
implement, we came to the conclusion that this specification was written not to allow for free standing 
components, but rather to allow for components from different suppliers to be plugged into an infrastructure. 
The interfaces are very complex, and inheritance is many levels deep, leading to a situation where isolating 
pockets of functionality is almost impossible. 
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ABSTRACT 
Software project development includes a number of activities that result in a delivered product (software). As 
software becomes more and more expensive to develop, monitoring is an important task for project 
development and has been recognized as a difficult task in practice. There are a lot of unpredictable factors 
existing in the software development cycle that have become contributing factors to this problem. This paper 
gives an overview of the present state of the art of the software development projects. Moreover, a monitoring 
framework is proposed to help project management to get better understanding and make all activities running 
on schedule. 

INTRODUCTION 
Effective management is the ultimate objective of all software project managers. Although there are many 
methodologies and techniques available to be used for software development, many projects still suffer from 
late completion time and budget overruns. In 1984, a survey was conducted by Jenkins to address this 
problem [1]. The developers of 72 information system projects in 23 major American corporations were 
interviewed. Jenkins reported that the average effort and schedule overruns were 36% and 22% respectively. 
Researchers at the University of Arizona carried out a similar study and 191 responses were obtained [2,6]. 
They reported the average cost overrun was 33% — very close to that reported by Jenkins. 

Experience and findings from numerous studies have shown that software project management is difficult 
because there are a lot of uncontrollable factors existing in the development cycle. For instance, users may 
change the requirements at any time of the development cycle. All these changes may be a serious influence 
on the effort and duration of software development. As a result, process monitoring is a vital activity, required 
to be performed in software project management. It enables errors to be found early enough so that corrective 
action can be taken immediately. This paper presents a framework called Software Monitoring Framework 
(SMF) focused mainly on the way to monitor software development. A case study is presented. 

PRINCIPLES OF MONITORING IN SOFTWARE PROJECT DEVELOPMENT 
There is no doubt that project managers have to confront with many different kinds of problems, such as 
technical, management, and personnel, in the software development cycle. They are responsible for ensuring 
that all development processes are controlled appropriately in order to meet the budget and schedule. 
Unfortunately, software projects regularly get out of hand in the development cycle because there are a lot of 
uncontrollable factors exist in the development cycle. 

For instance, users may change the requirements at any time of the development cycle. All these changes may 
be a serious influence on the effort and duration of software development. As a lot of factors can influence 
the development progress, process monitoring is necessary but has been considered difficult to accomplish. 
This paper presents a framework for monitoring the software development. Two principles are adopted: 

Change exists in software development 
Development of a software application is a dynamic environment characterized by many changing factors. 
Change may relate to technologies, personnel, or requirements. Some of these are as follows: 

• Change in software size and complexity 
• Change in development paradigm 
• Change in development manpower 
• Change in outside-support and/or inside-support 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Software effort measurement must be performed dynamically 
Since change exists in the development cycle, the measurement must be performed dynamically in order to 
collect the real-time information. In other words, the measurement is used to continuously keep track of the 
project progress of all activities to cope with change. 

In summary, change exists in the software development cycle. The project managers need to continuous 
monitoring the progress and take corrective actions if necessary. This paper proposes a process monitoring 
framework which helps the project managers to apply these two principles in the software development. 

SOFTWARE MONITORING FRAMEWORK 
To achieve a successful software system, all development processes must be continuously monitored. Thus 
they can be adjusted during development in order to cope with the problems of the changing world. This paper 
describes a framework to address the change problem during software development. As a result, the goals 
(work content) at different development phases can be achieved. 

Figure 1 provides an outline, in a simplified form, of the framework developed in this paper. The stages of the 
system can be classified into (1) the acquisition phase and (2) the operation phase. Acquisition phase includes 
all the activities ranging from research and effort planning. Operation phase includes all activities during the 
actual software development cycle (Figure 2). The major tasks in the acquisition phase involve estimate the 
development effort, establishing effort management policy, establishing historical effort database, and 
identifying the critical development factors. The major tasks in the operation phase include reviewing 
monitoring and evaluation metrics, development effort monitoring, and evaluation collected information. The 
historical database developed in the acquisition phase can be used in the operation phase. 

In summary, the acquisition phase is a pre-requisite for monitor and determination. The operation phase 
consists of monitoring mechanism, which collect information to make decisions and ensuring timely 
detection. Besides, a feedback channel, from operation phase to acquisition phase, is set up which operate via 
status and progress reports to compare actual progress with the plans based on the estimates. This framework 
ensures the timely monitoring and minimizing technical/management risks. 

ACQUISITION PHASE 
The acquisition phase includes the activities of estimating, planning, scheduling, budgeting, etc. The major 
tasks in this phase are as follows: 

Estimation 
It is commonly agreed that estimating is a prerequisite for good management. At the early stage of software 
development, the project management needs to determine the work-content. The work-content of the 
application can be determined by one of mathematical techniques or personal judgement. The result of the 
estimation let project mangers to get the basic picture of the software application project. In summary, the 
effort estimation should satisfy three major requirements. 

• Overall development effort will be identified. 
• Be compatible with the data requirements for progress reporting. 
• All critical cost drivers for the development process has been considered. 

Assessing Development Factors 
As previously mentioned, change will occur at any time during the development. An assessment should be 
carried out to help making the monitor policy. Change and supporting are two important factors and need to 
be assessed. There are many methods for assessing these two factors. For illustration purpose, a simple 
Weighted rating scheme is proposed. Rating scheme is a well-known analysis technique frequently used in the 
operations management[3,4]. In summary, software development is a dynamic process and change is bound 
to occur. Thus the change and importance factors need to be quantified before development. 
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Establishing Management Policy 
To establish a set of ground rules from which to monitoring, management is encouraged to discuss the project 
objectives and requirements with all team members at an early stage of software development. In addition to 
selecting appropriate metrics and standards to measure expenditures, productivity and performance will also 
be discussed. As a result, all team members have a better understanding of the overall development process, 
their roles and commitments. In other words, the whole development team will move towards the same goal. 

Monitoring Mechanism 
A monitoring mechanism need to be established before for collecting all useful information and measuring 
variances from the work plans. This system should span the software development process from requirements 
analysis to integration testing. In addition, the basic intention of the system is to support two types of progress 
monitoring[5]: 

• Milestone Monitoring 
Upon the completion of a particular stage in the development cycle, several milestones had been 
established to evaluate the progress. 

• Continuous Point Monitoring 
Continuous Point monitoring is similar to milestone monitoring, but can take place at any time 
during a stage, and utilize whatever data happen to be available. The basic difference between these 
two mechanisms is that continuous point monitoring involves just one metric overtime and the time 
of monitoring is fixed. For example, outside supporting level is monitored by the point monitoring at 
the early of coding stage each week and will forfeit the operation upon the completion of this stage. 

Effort managers are free to add and collect more information items in their own performance monitoring 
system. Obviously, software development is a dynamic process and change is bound to occur. Thus all 
changes have been closely monitored and justified. 

Establishing an Historical Database 
It is essential to build a database to ensure continuous improvement on the estimation knowledge. Besides, the 
database is very useful in making the estimation. It helps the project management in considering the reuse of 
components of the existing software and determining the potential reusability of the software under design. 

OPERATION PHASE 
The operation phase includes the activities of monitor, evaluation and determination. The major management 
tasks in this phase are described below: 

Performance Monitoring 
Using metrics and standards can keep track of the project progress of all activities in terms of time, size and 
quality. The performance monitoring mechanism operates continuously in the development process until the 
products finally delivered to the customer. To get a better monitoring, the authors believe that informal 
monitoring mechanism also play an important role and the following points are worth to be highlighted. 

• Measure the performance of a group rather than an individual. 
• Formal and Informal meetings with different teams are worth holding during development cycle. 
• Observe the overall performance of an individual in informal basis 
• Pay more attention to the schedule of absence from work. 
• Pay more attention to the unpaid overtime of an individual. 

Based on written report, formal/informal meeting, and observation, the monitoring system can collect 
different kind of information relating to the actual progress of the development. In summary, the monitoring 
system assists the management to spot symptoms of problems during the development process. 

Evaluating Collected Information and the Monitoring Metrics 
The major idea of this stage is to assist the project managers to identify what problem really happened in the 
project based on all collected information only. In other words, all collected project progress data from the 
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performance monitoring system must be evaluated and represented in a standard format. Thus it can be 
interpreted consistently by project management. 

Before evaluation, the project managers have to review the evaluation metrics in order to make sure all 
measurement tools are good to identify or state the problem correctly. In other words, all collected information 
will be useful and truly reflect the real problem existing in the development process. If the metrics can not 
truly reflect the real problem, the project managers need to adjust them and re-evaluate all information again. 

Evaluating project progress can be regarded as a validation process to ensure that project progress information 
reflects the actual project situation. Based on all collected information, the expected progress in deliverables 
against actual progress will be examined and provides the 'Vough" boundary of the problem. For example, 
schedule evaluation aims at comparing the actual expenditure of time with the planned schedule. After 
evaluation, project managers understand whether the project will be finished with an unacceptable schedule. 
To standardize the evaluation process, some internal standards or international performance standards can be 
referred. 

It should be reminded that some symptoms may be common to different problems or one symptom may be 
caused by several problems. For example, the symptom of overtime working may be caused by poor 
communication, poor job allocation, insufficient support, etc. The most important issue is that the project 
managers need to know problem has happened so that remedies can be devised. 

In summary, during the software development cycle, the metrics and standards should be reviewed from time 
to time. Once some of them are ineffective or inappropriate, they should be removed from the effort 
management system and may be replaced as necessary. 

Determination 
Obviously, decisions are essentially responses to problems occurring in software development. Once the 
evaluation metrics are found appropriate and the problem has been identified, the project managers must 
determine the boundaries of an acceptable solution and identify all possible courses of action. Considering all 
updated project information from the monitoring system and other relating factors, project manager needs to 
determine whether the project has deviated from the plan. 

To achieve the goal, a two-step mechanism is adopted. The first step is to re-arrange the project plan based on 
the updated project information. The project schedule and size plan re-construction will eliminate the self- 
complementary effect. For example, the early completion of one task and the overrunning of another task may 
complement each other and make it difficult for the project managers to be aware of the problem. 

Having a new project schedule, the second step is to consider all factors relating to the event in order to 
predict the future result. For example, lower productivity level may be accepted in the early stages of the 
software development cycle because team members have to spend time to understand the complex 
application. The project managers need to consider all possible factors before making decision. Thus in each 
decision making, the project managers explicitly or implicitly make assumptions about the future. If the event 
will cause the project to deviate from the target time or budget, some corrective actions must be taken. 

In general, Acquisition Phase would form part of the activity during feasibility/requirement stage of a 
"waterfall" software development life cycle model, while operation phase would certainty be operated 
continuously in the development process until the products finally delivered to the customer. The estimate at 
acquisition phase may be a 'Vough" estimate based on limited information only and will be further refined 
during the development cycle if necessary. 

A CASE STUDY 
An empirical case study shows how the SFM was applied in real life software development. The project 
was requested by a large jockey club and developed by an international software consulting organization. 
This project was designed to replace the existing telephone betting system on a proprietary hardware 
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platform. The client requested to develop this system on a Personal Digital Assistant (PDA) computer and 
several advance wireless transmission technologies would be included. The application is a new system and 
consists of two parts, namely Off-line system and On-line system. 

Off-line system 
The off-line system allows the user to store details of various bets, the user then must connect the customer 
terminal (PDA device) to the central Telebet system (betting via tele-communication process) to transmit 
the details of the betting to the Telebet facility. This process should go through a built-in wireless modem 
from any suitable telephone hookup worldwide. 

On-line system 
The objective of this system is to monitor and control the betting process. For example, the system allows 
users to query the state of the Telebet account balance or to display the results and dividends from 
completed race. Besides, this function also allows the user to withdraw funds from the Telebet account and 
transfer the funds directly to the user's bank account. Due to various major elements of uncertainty in this 
project, a decision was reached to apply SMF. The company derived a SMF and it was expected to provide 
the management with more information and a reliable control for each phase of software development. 

Finally, the project completed and delivered on schedule. The software project is eventually successful. It is 
not because there are no problems during the development cycle but because the problems are found and 
overcome before causing serious deviation. One of the major tasks for SMF is the prediction of 
development efforts and monitors the progress of the development. Once a deviation has been found, 
project manager need to determine the boundary of the problem. This arrangement ensures that the 
software project can be developed according to plan and to be ready exactly on time. 

CONCLUSION 
Experience has shown that most project managers seldom enjoy the luxury of excess resources and spare time 
in doing the effort estimates. Moreover, the resource constraints and different kinds of uncertainty cause a lot 
of difficulties in project effort estimating and planning. The success of a software project relies very much on 
a good management and control system, which allows the development to satisfy the project objectives. 
However, the development of software project involves many factors, which are hard to manage in this ever 
changing world. Some examples of these factors are human relationships, technological changes and 
frequency of requests for changes by users. 

As mentioned earlier, software project development has a dynamic nature. Therefore, changes are bound to 
occur. This paper presents a monitoring framework to the project management in order to tackle the problems 
from changing software development. Generally, the SMF is developed to let project managers monitor the 
development process and make the project development running on schedule. In order to use this framework 
successfully in practice, the following are important requirements: 
• close working with team members 
• understanding the needs of the users 
• commitment of management before starting 
• close monitoring of the development progress 
• using different points of view to do evaluation at different development stages 
• evaluation will be redone while change appears 

The authors believe that the SMF and above requirements are beneficial in the monitoring and controlling the 
development effort of software projects in general. The use of the framework will likely result in improved 
software development for those project managers who choose to apply it. 
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ABSTRACT 
The objective of this paper is to illustrate how object-oriented programming is used to generate Distributed 
Object Programming (DOP): a novel framework for developing multi-user distributed applications that 
exploit WWW (World Wide Web) infrastructure. The paper is organized as follows. Part I briefly 
introduces notions of HTML, CGI, CORBA, and Java. Part II describes the development process of a 
multi-user distributed construct in terms of CORBA and WWW-based Java applets. Part III presents an 
overview of an operational structure of the system developed in Part II. A brief analysis of the (DOP), 
related issues, conclusions and recommendations are found in Part IV. 

INTRODUCTION 
In general, implementations of multi-user distributed applications tend to be built using the WWW based 
HTML (Hypertext Markup Language) [1], and the CGI (Common Gateway Interface) [2]. HTML is the 
formatting language that indicates to the browser how to display the contents of WWW documents. CGI, 
on the other hand, is a mechanism by which WWW servers execute those special-purpose CGI programs 
that handle specific requests from a WWW browser. In the CGI system, a user interface is established 
using the HTML FORM tag. The FORM has two main functions: (1) it makes the browser display a form 
into which the user enters data and (2) specifies the CGI program that will implement the form's operation. 
Fig. 1 illustrates these functions. 

Eisf£i$ F&zms&fam      Umh&l. IJT7S». iis$#jj Wi. feprmttem: 

Fig. 1.      The CGI System. 

With HTML forms and CGI it is possible to (1) add simple user interactivity to WWW sites and (2) gain 
direct access to a distributed application without the need of a client software on the userfc host computer. 
Thus, essentially the users' interaction with a distributed application is based on the submission of a form 
for each request, and each request is served by a separate CGI program expanded as needed by the WWW 
server. On the other hand, the (1) limited layout control of HTML forms and (2) lack of continuous 
execution state on either the server or client side, makes the CGI approach inadequate when integrated 
applications such as automated process control and distributed simulation are considered. Such 
applications cannot be effectively served only by a set of disjoint request forms. 

The CORBA System 
The Common Object Request Broker (CORBA) [3], specifies a system which provides interoperability 
between objects in a heterogeneous, distributed environment also transparent to the user (programmer). Its 
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design is based on OMG Object Model. OMG defines common object semantics for specifying the 
externally visible characteristics of objects in a standard and implementation-independent way. CORBA 
operates as follows: clients request services from objects (servers) through a well-defined interface. This 
interface is specified in OMG IDL (Interface Definition Language). A client accesses an object by issuing 
a request to the object. The request is an event, and it carries information including an operation, the object 
reference of the service provider, and actual parameters (if any). The object reference is an object name 
that defines an object reliability. 

Basic Mechanism of issuing a request. 
Fig. 2 shows the main components of the ORB architecture and their interconnections. The central 
component of CORBA is the Object Request Broker (ORB). It encompasses all of the communication 
infrastructure necessary to (1) identify and locate objects, (2) handle connection management, and (3) 
deliver data. 

: U*-a*ll |M»r!M* 
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Fig. 2. The ORB Architecture. 

The basic functionality provided by the ORB consists of passing client requests to the object 
implementations on which they are invoked. To make a request,a client can communicate with the ORB 
Core through the IDL stub or through the Dynamic Invocation Interface (DII). The stub represents the 
mapping between the language of implementation of the client (C, C++, Java, and others) and the ORB 
core, provided that the implementation of the ORB supports this mapping. The ORB core then transfers the 
request to the object implementation which receives the request as an up-call through either an IDL 
skeleton, or a dynamic skeleton. 

Architectural Components 
A standard component of the CORBA architecture is the Implementation Repository, a database which 
facilitates access of the OA to information about an objects location and operating environment. 

Communication 
Communication between the object implementation and the ORB core is effected by the Object Adapter 
(OA). It handles services such as (1) generation and interpretation of object frames, (2) method 
invocation, (3) security interactions, (4) object and implementation activation and deactivation, (5) 
mapping references corresponding to object implementations and registration of implementations. 

OMG 
OMG specifies four policies in which the OA may handle object implementation activation: Shared Server 
Policy, in which multiple objects may be implemented in the same program; Unshared Server Policy; 
Server-per-Method Policy, in which a server is started each time a request is received; and Persistent 
Server Policy. 
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Interfaces 
Interfaces to the objects can be specified in two ways: (1) in OMG IDL, (2) as an addition to thelnterface 
Repository, another component of the architecture. The Interface Repository also contains information 
about types of parameters, certain debugging information, etc. Interface to objects of unknown definition 
at compile time is established by a client^ request via the Dynamic Invocation Interface. 

Server 
A server side analogue to DII is the Dynamic Skeleton Interface (DSI). DSI is: a way to deliver requests 
from the ORB to an implemented object that does not have compile-time knowledge of the object to be 
implemented, an interactive software development facilitator based on interpreters and debuggers; and a 
provider of inter-ORB interoperability. 

Interoperability 
There are many different ORB products currently available. Furthermore, there are distributed and/or 
client/server systems which are not CORBA-compliant. In order to provide needed interoperability, OMG 
has formulated the ORB interoperability architecture [4]. 

The JAVA System 
The Java system is a new programming structure which has gained world-wide rapid acceptance due 
primarily to its object orientation; platform independence; and networking capabilities. The pillars of Java 
structure are the innovative programming language; and Java Development Kit (JDK). These two 
components make programming convenient, efficient, and effective. The JDK includes tools for building 
GUIs, networking, and implementing applets, small Java programs that add dynamic content to Web 
pages. Object-Oriented Programming (OOP) makes software easier to build, maintain, modify, and reuse. 
With OOP one programs by building software objects. Because of platform independence, Java programs 
are compiled into Java bytecode that runs on any computer with a Java interpreter or Java Virtual Machine 
(JVM) providing a run-time environment for executing Java programs. The bytecode is architecture and 
operating system independent. Two main features: Javafc bytecode and the HTML APPLET tag are 
especially attractive and useful for distributed applications. By extending the WWW browser to incorporate 
a Java runtime, then the APPLET tag provides the necessary information for a WWW browser to find, 
download to the userfc host computer, and execute a Java applet. Thus, the WWW infrastructure-Java 
applet embedding simplifies deploying of user client components of distributed applications [5]. 

THE WWW/JAVA/CORBA SYSTEM 
As implied earlier, multi-user distributed applications are driven by their interaction with users, who invoke 
operations implementable by server software residing on remote host computers. Obviously then WWW, 
the Java language environment, and CORBA architecture are indeed complementary software technologies, 
which, when combined provide a new and powerful construct for developing and deploying such multi-user 
distributed systems. Specifically, one can conceive of building a "user-friendly" client software as WWW- 
downloadable Java applets, which employ CORBAfc ORB and IDL to interact with remote server 
software. This section describes the structure of such software system. This is illustrated in Fig. 3. 
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This structure may be modularized as follows: 

Modulo 1: Allocation of tasks 
Definition and allocation of tasks between userfc host and server site must be established. Typically, the 
usert host does such tasks as user interfacing process, user input error checking and multithreading for 
user-GUI interaction; while shared resources, related software to control them, and remote objects are 
allocated to the server. 

Modulo 2: Remote Object Interface 
Here, interfaces of the remote objects are defined in terms of the operations the client software can invoke 
on the remote objects. These definitions are organized in an IDL file. Major server-side as CORBA 
interface may be so modeled. 

Modulo 3: Implementation of Remote Objects 
In order to automatically generate software for the remote object^ server program, remote objects are 
implemented on an IDL compiler. This is a skeleton code that includes: type definitions in the IDL; code 
for intercommunication between incoming requests and remote objects; and the empty bodies of the 
methods. Next is the implementation of the source code of these methods to provide the remote object^ 
capabilities. Finally, use the remote object^ implementation class to build a server program. Such a server 
program may be built in C++ CORBA Basic Object Adapter (BOA) in shared server mode. OrbixWeb 
may be used to accomplish this task [6]. 

Generate Remote Object Proxies 
Implement the Java applet that invokes method on the remote object. This is accomplished with an IDL-to- 
Java compiler that generates the client-side proxy class that represents the remote object class. A proxy 
class for a remote object contains the information of the address of the remote object. Thus, when the client 
invokes a method on a proxy object, the proxy relays that invocation to the real remote object via the ORB 
by OrbixWeb products. 

Obtain Remote Object References 
Here, integration of method invocations on the remote object into the Java client applet is established. The 
client obtains a reference to an instance of the remote object^ proxy class. Either OrbixWeb or CORBA 
accomplishes this task. With CORBA, however, one can also define a more general-purpose mechanism in 
the standard Naming Service Interface (NSI) thus allowing remote object servers to register their remote 
objects by name [7]. In addition, applets could use this mechanism to look up any number of other remote 
object references by name. 

Invoking Remote Methods 
The next step is for the client to invoke methods on the object. This object is regarded as the real version 
control object. All the transport-level messages and data handling needed to convey the invocations of the 
remote method between client and server are implemented with the ORB library software, and the software 
generated by the IDL compilers. 

System Configuration 
To configure the system one must: install the remote server program on the server host; make its remote 
objects' references available through one of the mechanisms adopted in modulo F above; install the 
compiled Java class files that constitute each client applet on the WWW server host so they can be 
downloaded by a browser; and for each applet, install an HTML file on the WWW server. Each such file 
must include the HTML APPLET tag that specifies the applets location on the WWW server. The system 
is then configured to operate as follows. 

1. The client software is deployed automatically (since it is implemented as applets). 
2. As a user opens a URL for an HTML file containing an APPLET tag, the browser downloads the 

applet^ executable JAVA class files, then runs the applet under control of its own Java runtime. 
3. To request an operation on a remote object, the applet invokes the operation on the object^ 

proxy; the proxy relays the request to the real object using CORBA protocols. 
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Essentially, the described system, intends to address the difficulties associated with network programming 
of Distributed Applications (DAs) which, often consist of several network communicating programs 
written in different programming languages and running on different operating systems. Thus, this system 
must provide a software environment that allows the developer to build DAs that interact as though they 
were implemented in a single programming language on one computer. Such software environment is to be 
provided via an implementation of CORBA from the Object Management Group (OMG) that maps 
CORBA functionality to the flexible Java programming language. This is a huge and complex undertaking. 
One such system, however, is to be found in the proprietaty IONA^ OrbixWeb system in which 
applications are fully Internet-enabled [7]. Within OrbixWeb, CORBA defines a framework for developing 
interactive object-oriented, distributed applications; facilitates design of a distributed application as a set of 
cooperating objects; allows reuse of existing objects in new applications; and maps applications of its 
distributed programming into the Java environment which is described next. 

THE WWW - JAVA -CORBA ENVIRONMENT 
Essentially,   the implementation of an online Java-CORBA Distributed Application in a DOP environment 
consists of the steps described below [8]. 

Step 1. Develop CORBA programs in Java using WWW site environment. Programming employs the 
CORBA Interface Definition Language (IDL) and standard OMG mapping from IDL to Java using 
proprietary ORB. The IDL to Java mapping comprises mapping for (1) basic data types, (2) 
modules, (3) interfaces, (4) constructed types, (5) strings, (6) sequences, and (7) arrays. 

Step 2. Create and manipulate Java Applets, define the web Implementation Repository, provide the server, 
write client Applets, add Applets to HTML files, and add Web Client Functionality. 

Step 3. Implement IDL Interfaces. The programming steps conducive to IDL interfaces comprise (1) 
Interfacing application objects, (2) Compiling the IDL interfaces, and (3) Implementing the 
interfaces. This last step leads to the development of the server application and of the client 
application, followed by Registration-Activation, and Execution Trace. 

Step 4. Establish ORB Interoperability. ORB interoperability enables the client of one ORB to invoke 
operations on an object in a different ORB via an agreed protocol. This is accomplished via the two 
OMG specified standard protocols, namely the General Inter-ORB Protocol (GIOP) - which 
defines the on-the-wire data representation and message format; and the Internet Inter-ORB 
Protocol (HOP). The HOP is an OMG-defined specialization of GIOP that uses TCP/IP as the 
transporter layer. 

Step 5. Run ORB Web Clients. The following requirements must be fulfilled: (1) obtain access to the Java 
code for an application, (2) make the code available to the Java bytecode interpreter, and (3) run the 
interpreter on the class containing the mainQ method for the application. 

Step 6. Registration and Activation of Servers. This is done via the Implementation Repository (a database 
of server information). The Implementation Repository is implemented in the OrbixWeb daemon - 
a Java implementation of the program interface. The Implementation Repository maintains 
registration information about servers and controls their activation. 

Step 7. Establish Dynamic Skeleton Interface. The Dynamic Skeleton Interface (DSI) is the server-side 
equivalent of the Dynamic Invocation Interface (DII). The DII allows a client to call operations on 
IDL interfaces that were unknown at the time of the client compilation. Thus, the DSI allows a 
server to receive an operation or attribute invocation on any object, even one with an IDL interface 
unknown at compile time. 

Step 8. Establish Interface Repository. The Interface Repository (IFR) is the OrbixWeb component that 
provides persistent storage of IDL interfaces, modules and other IDL types. A program can browse 
through or list the contents of the Interface Repository. A client can also add and remove 
definitions from the Interface Repository. 

Step 9. Generate Smart Proxies. Smart proxies allow optimization of client interaction with remote 
services. The IDL compiler automatically generates proxy classes for IDL interfaces. When a proxy 
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receives an invocation, it packages the invocation for transmission to the target object in another 
address space on the same host, or a different host. 

Step 10. Provide for Loaders. Loaders are designed to support persistent objects - long-lived objects 
stored on disk in the file system or in a database. When an invocation arrives at a server process, 
OrbixWeb searches for the target object in the internal object table for the process. By default, if 
the object is not found, OrbixWeb returns an exception to the caller. If one or more loader objects 
are installed in the process, OrbixWeb informs the loader about the object fault and allows it to load 
the target object and resume invocation transparent to the caller. 

CONCLUSION 
Based on the authors experience with the OrbixWeb Demo Manager, the Applet authentication remains a 
partial problem due to browser-imposed restrictions on file-based URLs. These restrictions depend on the 
type of browser being adopted. There are other issues; however, these are of minor consequence to the 
operation of the environment. Such issues are being systematically eliminated with sequential software 
upgrading. A major advantage of this WWW-Java-CORBA system is that it matches the Java Remote 
Method Invocation (RMI). With OrbixWeb, the IDL module, the Remote Object Server, and the Class 
Software Objects are arranged in a integrated system. Integration is based on the structure of the OrbixWeb 
"Daemon". IDL interface to the OrbixWeb is such that (1) the daemon is responsible for activating servers 
(if an appropriate server is not already running) and dispatching operation requests. (2) The daemon is 
involved, if at all, only with the first operation request from a client - it is not involved with subsequent 
requests. (3) Two OrbixWeb daemon executables are available (the Java Daemon). (4) The Daemon is also 
responsible to manage the Implementation Repository, to search for an appropriate server via the locator 
and to manage the following configuration files used by the default locator: the server location file, and the 
host groups definition file. In addition to its deployability and platform independency, this WWW-based 
Java/CORBA approach offers the following advantages over both the CGI and the CORBA approach. 

• The Internet ORB — establishes tight integration a proprietary firewall for Internet Protocol 
communication, ensuring that applications are fully Internet-enabled. 

• The Java Server — The system includes a Java version of the server activation component and 
associated utilities with which it is possible to launch Java CORBA server components as new 
threads or as multi-thread deployment. 

• IDL/Java Mapping - Facilitates full support for the standard OMG IDL to Java interface 
including the Java ORB portability interfaces. 

• Fragmentation — Provides Internet Inter-ORB Interoperability Protocol which allow one to 
send HOP messages as fragments. This increase parallelism, improves the overall dispatch 
speed for very large messages, and fosters lower memory consumption. 

• CORBA Services - In addition to the set of standard CORBA interfaces, this module includes 
such services as Naming Service, Transaction Service, and the Event Service, among others. 
CORBAService offers a level service standardization not present as yet in GUI Java. 

In conclusion, this paper has presented a more flexible and more powerful distributed object technology 
consisting of interfaced CORBA, Java RMI and Java applets deployed via the standard and widespread 
WWW. This technology provides, among others, a sophisticated set of server-based capabilities remotely 
accessible by users. 
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ABSTRACT 
Every person has individuality. We need various kinds of supporting aids designed according to our 
characteristics. Workers also need supporting aids designed according to their individuality. When 
generating supporting aids, we should consider the different effects of many types. We should define as 
attributes of the individuality not only states of logic but should also include comprehension states, thought 
processes and individual abilities. This paper tries to express the individuality of workers, and defines the 
formation and expansion of physics concepts. As a result, I will propose methods to expand and form 
conceptions for the worker according to their individualities by providing a cross-reference support system. 

INTRODUCTION 
Caring for the individualities of workers requires supporting methods designed for them. We showed that 
human beings have different types of brains [1]. This means we have individuality, and we need suitable 
support. This idea is also supported by Denis who showed various thought processes[2]. We can also refer 
to many types of thinking in history of science [3,4]. Thus, demonstrating the necessity of supporting 
methods to be designed, requires it to be adaptable to workers' individualities. 

Experimental research to define a persons' individuality is often conducted without using support processes. 
Experimentation accompanies mutual effects. When research is conducted into processes of cognition, it is 
sometimes passive, as we don't want to affect the process output. However this process involves mutual 
effects. The substance of support is an example of mutual effect. Therefore, we must conduct research to 
understand and provide background knowledge to demonstrate the relationship between workers' abilities 
and backgrounds and their relations with the structure of background aids. Concerning this, Monk spoke of 
the importance of referring to and using the eyes of a physical scientist to model or interpret data to support 
learners [5]. As and addition, I propose to use scientific methods, especially discovery processes, to study 
human science which is extremely complicated. We simplify the problem by referring to discovery 
processes of science. In physics for example, discovery begins by creating an initial hypothesis and then 
verifying. I pay particular attention to the importance of hypothesis creation. 

In this paper I use as an example, a hypothesis about formation/expansion of a concept and then show how 
workers' comprehension of statements about universal gravity, affects learning, forming and understanding. 
I have created methods to support workers as they try to comprehend statements using an intelligent support 
system called 'Contact'. Verification of the hypothesis and the effects of the method are future goals. 

Regarding this research, I have shown the process of scientific thinking and learners' abilities and proposed 
educational methods about classical electromagnetism [6]. In 1996, Ishino, Sugal and Mizoguchi proposed 
an intelligent educational system called 'Galileo' which supports scientific thinking about movement of an 
object [7,8]. This paper considers comprehension of a concept in detail, especially about a state 'Galileo' 
recognized as "unrecognize". I propose methods to support Galileo. In 1997, I proposed aids to help 
workers' thinking, designed according to their comprehension states, abilities, intentions, working 
environment and states of their jobs [9]. This paper proposes support methods to form/expand conceptions 
in workers' minds in detail, according to their intentions and recognition states about concepts and abilities. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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There is much research conducted to define development of human recognition states. However, since, 
humans often respond out of curiosity, intentions of researchers don't often agree with those of their human 
subjects, so useful information is not obtained [10]. I propose support methods designed to recognize a 
worker's state by using simple dialogues. We can control the scene required using visual aids. 

DEFINITIONS OF FORMATION AND EXPANSION OF CONCEPTIONS 
AND CONSIDERATION OF COMPREHENSION STATES AND ABILITIES 
First, I create a definition about formation and expansion of a conception in workers' minds as follows: 

"Physics concepts are formed by understanding a condition in which the value of an unformed concept 
changes, which is accompanied by a mental image. The concept is defined by providing a name. The 
concept is expanded by discovering differences with other concepts, or by defining causal relationships with 
other concepts in a particular scene." 

This formation and expansion of conceptions require the following: 

Ability to make a problem concrete 
Ability to operate tools 
Ability to abstract a causal relationship 
Ability to mentally visualize a scene 
Ability to mentally verbalize a scene 
Ability to discover a condition value change 
Ability to define a causal relationship 
Ability to conclude information 
Ability to retain information in the mind 
Ability to name a concept 

These individual abilities should be recognized and aids must be tailored to fit the workers' needs. 

Suppose a worker is in a situation in which universal gravity is effective. At this time, let us present a scene 
such as (1) to her/him to confirm if s/he recognizes the concept of universal gravity by asking (2) 

Contact: "A piece of freight falls from a shelf now." 1. 
Contact: "Will universal gravity affect the piece of freight?" 2. 

If the worker answers "No, it won't.", then we realize that s/he doesn't recognize universal gravity for one or 
more of the following reasons: 

(a) S/he may not have a conception of universal gravity. 
(b) S/he may have a conception of universal gravity but not comprehend the word "universal gravity". 
(c) S/he may not recognize the earth as an object. 
(d) S/he may not recognize the piece of freight as an object. 
(e) S/he may not have a conception of freight. 

Concerning aids, we must consider a worker's comprehension state. When creating methods and aids to 
form and expand concepts, we should recognize the states of a worker from various viewpoints. Concerning 
this, Domenech, Casasus and Domenech proposed a classification of the most current definition of mass 
from its physical representation and topic area [12]. They showed the concept as being constructed from 
different viewpoints. So methods to organize learning aids must also consider different viewpoints. 

METHODS TO SUPPORT COMPREHENSION OF A STATEMENT 
In this section, I propose methods to help workers comprehend a statement such as (1) above. 

Method to allow a worker to recognize the meaning of the name of a concrete object 
Let us present a question (3) to the worker to know the reason s/he doesn't recognize universal gravity. 
Suppose s/he answers question (3) that no, s/he doesn't, s/he may not have the concept, s/he may have the 
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conception but s/he doesn't know the word "freight", or s/he may know the word but may not be able to 
visualize it. Furthermore,, her/his ability to retain information may be low. The worker can remember or 
form a conception by pointing out a relation with a more general concept as in (4) and perhaps by showing 
an image (5). If we knew the comprehension state of the worker in more detail by using previous 
communication, we may be able to support her/him by using the appropriate form. 

Contact:      "Do you understand the meaning of'freight'?" 3. 
Contact:     "A freight is a container that gets full." 4. 

Contact:     "A piece of freight looks like L^£^  •" 5. 

In the case that an object concept isn't clear in a worker's mind, this method clarifies it. 

Oral Method to help a worker recognize an object concept as a concrete object 
Confirming whether the worker recognizes the freight and the earth as concrete objects can be established 
by the following question: 

Contact: "Select all concrete objects from the following list: (a. Dream, b. Freight, c. Idea, d. Earth)."      6. 

If the worker answers "Both b. and c", then s/he may have recognized tem as concrete objects but s/he may 
not have the conception of universal gravity for this scene. Alternatively, the worker may not have 
recognized (one of) them as the concrete object(s), and may have simply have selected by guessing. If s/he 
doesn't select (one of) the concrete objects, s/he may hold the concept of universal gravity but simply 
doesn't recognize them as concrete object(s). At this point we can support the worker as follows: 

Contact: "The freight and the earth are the concrete objects." 7. 

or 

Contact: "The freight is also a concrete object." 7'. 

Oral Method to shape a conception 
Next, we consider if the worker has the conception of universal gravity by asking question (8): 

Contact: "Will any thing affect the freight?" 8. 

If the worker answers question (8), "Yes, something will", s/he may not know the words "universal gravity" 
but s/he may have the concept and s/he may recognize a causal relation between the freight and universal 
gravity, or s/he may not recognize the conception of universal gravity but may understand a causal 
relationship between another force and the freight. Question (9) can help to shape the worker's conception. 

Contact: "In what direction will it cause the freight to go?" 9. 

If the worker responds that it causes the freight to move directly toward the earth, s/he doesn't know the 
words "universal gravity" but s/he has the concept and s/he recognizes the causal relation between the 
freight and universal gravity. Then , by a method which allows the worker to name the concept, the worker 
can equate the words "universal gravity" with the concept. 

Oral Method to expand a conception by relating to a different scene 
If the worker responds to question (8), "No, nothing will affect the freight", then it is clear that s/he does not 
recognize the concept of universal gravity in the scene. It the worker can recognize the concept in another 
scene, I propose an oral method to expand a conception by relating to another scene. First let us provide 
another typical scene such as (10), and provide previous oral methods to shape the conception: 

Contact: "The moon revolves around the earth." 10. 
Contact: "Does anything affect the moon's rotation?" 11. 

If the worker answers , "Yes, something does", then s/he may not know the word "universal gravity" but 
s/he may have the concept and may recognize a causal relation between the moon and universal gravity or 
s/he may not recognize the conception of universal gravity but may recognize a causal relation between 
another force and the moon. Question (12) helps to shape the worker's conception: 

Contact: "In what direction does it cause the moon to go?" 12. 



1096 

For this, suppose worker A responds that it causes the moon to move in a circle around the earth, and 
worker B responds that it causes the moon to move directly toward the earth. As the moon is a type of 
object, the response from worker A means that universal gravity affects an object from the opposite 
direction in which the object moves. This is incorrect, therefore we should support her/him in the future. 

But worker B doesn't know the word "universal gravity" but s/he has the conception and s/he recognizes the 
causal relation between the moon and universal gravity. Then, by a method to allow a worker to name a 
conception, the worker can connect the word "universal gravity" with the conception. 

Now worker B has the conception of universal gravity in this scene. Therefore we can expand this 
conception to a previous scene. At this time, I define that low ability as the inability of the worker to 
abstract a causal relationship from a specific scene to a causal relationship in another scene. If the ability of 
worker B to abstract a causal relationship in one scene is high, I propose allowing her/him to recognize the 
concept in the previous scene by applying this causal relation to the previous scene in the form of question 
(13): 

Contact: "Does universal gravity affect the freight's descent toward the earth?" 13. 
Contact: "Since the moon is a type of object, this means universal gravity affects an object from the 

direction in which it is moving." 

If the worker's ability to mentally visualize a scene is low, we can provide visual aids to confirm this fact 
visually. In this case, we should support her/him according to the ability to make a problem concrete and to 
discover that a condition value changes. By these supports we can expand a concept in one scene to others. 

Organization of computer visual aids to allow workers' to form physical conceptions 
In a third situation, worker C responds to question (11), "No, nothing does". This worker doesn't recognize 
the conception of universal gravity. I now discuss the use of aids to form a concept in this type of worker's 
mind. First, I propose using visual aids to form physical concepts by measuring the concept or by 
connecting related concepts visually. These are organized according to a worker's individuality using these 
rules: 

<1> If values of the conception that should be formed in the worker's mind are not 0 on the earth, the 
system provides a scene on the earth. 

<2> If the system doesn't provide a scene on the earth by reason that the value of the concept is 0 on the 
earth, the system selects and provides a typical essential scene for the concept. 

<3> If values of the concept are accompanied by objects, the system provides objects by a button labeled 
"select an object". 

<4> If values of the conception can be measured by a tool(s), the system selects and provides the tool(s) 
according to the scene in question. 

<5> If the worker recognizes a conception(s) which relate(s) to that which should be formed in her/his mind 
and which can be measured, the system selects and provides a tool(s) by which the worker can measure 
the values of the concept according to the scene. 

<6> If the worker has high ability to define a causal relation, the system selects and provides tools by which 
the worker can measure values of conceptions which relate the conception s/he should form in her/his 
mind but in which s/he is unable to define the causality. 

<7> If the values of different tools are similar, the system selects a scene(s) where values are different. 
<8>If the worker forms the targeted conception, the system selects and provides a scene(s) where s/he 

recognize the conception using variables ranging from zero to infinity. 
<9> If the system provides a new scene, the previously selected tools are provided as well. 
<10>If the provided tool(s) don't work in the new scene, the system selects tool(s) that can measure the 

values of the conception using previously targeted tool(s) and provides it/them in every new scene. 

Now let us consider that worker C has the conception "mass of objects" which is measured by weight and 
can be demonstrated using a balance beam but her/his ability to define a causal relation in a scene is low. 
Fig.l.(a) is provided as visual support for this type of difficulty to allow recognition of a causal relation 
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between universal gravity and mass. So, if s/he pushes the button "to the moon", the scene on the moon as 
in Fig. 1(b) is provided. S/he can also compare the universal gravity which affects objects on the moon with 
the universal gravity that affects objects on earth which are demonstrated using the spring scale aid. 
Furthermore, s/he may also weight the mass of objects using the simulated balance beam, wherein the causal 
relationship between universal gravity and mass can be recognized. 

1 
on the earth 

Fig. 1. Computer Visual Aids Contained in ' Contact'. 

r^A 
(a) (b) 

Fig.2.Computer Visual Aids contained in 'Contact'. 

However, if the worker has the concept of acceleration at this time, an environment is provided to allow the 
recognition of the concept of gravitational acceleration and to observe the relation between universal 
gravity and acceleration (see Fig. 2(a)). Additionally, if the worker has a high ability to define a causal 
relation, a scene which provides more tools to measure values of conception(s) in which the value of 
universal gravity changes is provided to allow the worker to discover causal relationships as desired (see 
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Fig. 2(b)). Since all workers are not able to use the tools and recognize causal relations, we must provide 
support according to their abilities and/or intentions. 

Aids to support operation 
If a worker's ability to operate tools is low, s/he may not take action and utilize various causal relation 
scenes. In such cases, supporting operation should be to guide the worker through the supporting aid 
system. First if a learner doesn't take action, we can provide instruction (15). 

Contact: "You can operate the tools by pushing a button." 15. 

If a worker pushes the button "spring scale" but can't measure values of objects, we can suggest: 

Contact: "Please select an object and weight it using the spring scale." 16. 

Method to create strong motivation 
If a worker doesn't take action even after supporting operations have been provided, s/he may not have 
strong motivation. I propose the following method to create motivation. Suppose we try to allow a worker to 
form a conception and we want to allow her/him to create motivation. I propose providing an applicable 
situation about a tool that can measure the concept. 

The information would be provided incorrectly using a character in the situation. The character is confusing 
the conception the worker is trying to form with other conceptions that the worker previously 
comprehended. Therefore it requires the worker to utilize previously comprehended conceptions for 
understanding the conception presently being considered. If we provide a correct statement, the worker can 
only confirm it. But if we provide an incorrect statement, s/he must use her/his knowledge and 
understanding of conceptions to discover the truth and confirm it by herself/himself. If s/he thinks the 
statement is correct after confirming it, the program informs her/him that s/he is incorrect. It creates 
questions in the worker's mind. The following is an example question: "What concept can we measure by 
the tool?" In this way we provide motivation by appealing to people's natural drive to discover the truth. 

Now suppose we try to allow workers to form the concept "universal gravity". We provide false statements 
about the spring scale which can measure "universal gravity". 

Contact: "Doctor A invented a tool 'spring scale". He says the tool can measure mass. Is this true?" 17. 

This question applies the conception to a real-life situation. If a worker responds, "Yes, it is", this worker is 
already confusing the concept of "universal gravity" with the concept of "mass". S/he may not understand 
the definition of mass, or s/he may not recognize facts. Next we should confirm if the worker understands 
the definition of mass by question (18): 

Contact: "Is the mass of an object changed by moving in space?" 8. 

If s/he answers question (18), "Yes, it is", we also must allow her/him to comprehend the concept of mass. 
If the worker answers question (18), "No, it isn't", s/he understands "mass", but cannot recognize that values 
of spring scales for an object are changed by moving in space. Therefore I propose allowing the worker to 
perceive this as follows: 

Contact: "Confirm it." 19. 

If the worker can't take action, her/his ability to make a problem concrete is low. I propose aid to make the 
problem concrete as follows: 

Contact: "Compare weight values on the moon with weight values on earth by using the spring scale."    20. 

If a worker can measure values of objects using a spring scale but s/he doesn't compare values of universal 
gravity on the earth with those on the moon as a result of not pushing the button "to the moon", we can 
provide guidance as follows: 

Contact: "Let's go to the moon." 21. 

After the worker conducts a series of experiments, we can confirm if s/he recognized that the values of the 
spring scale on the moon are different from those on earth by asking question (22): 

Contact: "Are the values equal on both the moon and on the earth?" 22. 
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If the worker responds, "No, they are not", s/he recognizes these facts and s/he may perceive that the 
"spring scale" does not measure mass or s/he may have a question about mass changing by moving in space. 
We can ask her/him about it by using question (23): 
Contact: "So, is a 'spring scale' the tool to use to measure mass?" 23. 

If the worker responds, "No, it is not", s/he understands "spring scale" can't measure mass. Her/his mind has 
changed and s/he may have strong motivation to answer unanswered questions such as: 

• "What is the value of the spring scale?" 
• "What tool can measure the value of mass?" 

If a worker responds to question (23)," Yes, it is", her/his ability to conclude or ability to retain information 
is low or her/his belief in the concept of mass is wavering. We should provide an aid to assist the worker to 
come to the conclusion in statement (24) 

Contact: "Mass of an object doesn't change due to moving in space, but the values of a spring scale do. 
Therefore a spring scale is not the tool to use to measure mass." 24. 

Method to allow worker to discover conditions in which values of a new concept change by actions 
After a worker measures the values of the new concept visually, we can confirm if s/he has formed the 
concept by using question (25): 

Contact: "What concept can be measured with the spring scale?" 25. 

If the worker responds, "It is a type of force", s/he has recognized the concept. But if s/he can't respond, 
her/his ability to discover that a condition value changes may be low. For a worker like this, I propose to 
allow the worker to consider the condition that the value of a new concept changes by actions as follows: 

Contact: "How can you get a large value from the spring scale?" 26. 

Method to allow a worker to consider meaning of an action 
If a worker responds to question (26), "By pulling the spring with my hand", I propose to allow her/him to 
consider the meaning of the action. Question (27) allows her/him to think about what is measured by pulling 
a spring scale with her/his hand. If the worker cannot respond to question (26), her/his ability to mentally 
visualize/verbalize a scene is low. So we can assist her/him by showing the scene visually/verbally. 

Contact: "What do you add to the spring by pulling on it?" 27. 

If the worker responds, "I add a force", then s/he has formed a new concept of a type of force. 

Method to allow a worker to name a concept 
After a worker has formed a new concept I propose a method to name the concept because by naming the 
new concept, it will become solidified. If there is a public name for the concept, we can show it as follows: 

Contact: "We call this force 'universal gravity'." 28. 

If there isn't a name, we can allow her/him to name it as follows: 

Contact: "What do you want to name it ?" 26. 

The worker may name it "starforce", and so the concept is solidified in her/his mind. But if the worker balks 
at giving a name, we know her/his ability to name a concept is low. We can provide assistance as follows: 

Contact: "What do you think about the name 'G'?" 30. 

Method to allow a worker to discover the difference between a known concept and a new one 
If a worker forms a new conception and s/he doesn't understand the differences between a known 
conception and the new one, I propose a method to allow her/him to discover the difference. Suppose a 
worker knows the concept of mass and now s/he forms a conception about universal gravity. Computer 
visual aids such as those in Fig. 1 and Fig. 2 are available. We can confirm if s/he has discovered the 
difference between these concepts by using question (31): 

Contact: "What is the difference between mass and universal gravity?" 31. 



1100 

If the worker responds that the mass of an object doesn't change but universal gravity for an object changes 
according to the scene, then s/he understands the difference. But s/he can't respond to the question (31), s/he 
hasn't discovered the difference. After that, if the worker compares the values of universal gravity with the 
values of mass on the earth and on the moon, her/his ability to make a problem concrete is high. But if s/he 
doesn't measure anything, then we can show her/him concrete targets as follows: 

Contact: "Let's compare values of universal gravity with those of mass on the earth and on the moon!"    32. 

If s/he forgets the tool to measure mass because his/her ability to retain information in the mind is low, we 
can help her/him to use the tool by using the following: 

Contact: "Mass of objects can be weighed by a balance beam?" 33. 

After these supports, we can allow her/him to discover the difference between mass and universal gravity 
as: 

Contact: "Were both values of mass and universal gravity fixed?" 34. 

If the worker answers that the value of mass of an object was fixed but the value of universal gravity wasn't 
fixed, s/he has discovered the difference. But if s/he hasn't discovered it, we can show her/him a point of 
view as follows: 

Contact: "How do the object's weight values on the moon differ between mass and universal gravity?"    35. 

After these methods, we can take methods to discover rules. I would like to propose this in future work. 

CONCLUDING REMARKS 
I proposed educational methods for the formation and expansion of conceptions according to learners' 
individualities. It is my hope that, in the future, more research will be conducted to verify my hypothesis. 
Human individuality and learning processes are complex, therefore I only discuss a small potion of them. 
Future research must be conducted to further understand them. 
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ABSTRACT 
This paper deals with the problem of how to control the movement of a simple robot which has the goal to 
reach a specified target within finite time and to stay within some pre-defined distance to it. The system's 
design proposed is as minimal as possible and reflects the basal reflex arc as observed in biological 
systems. The dynamics is due to a multiplicatively modified random walk. In particular only one simple, 
omni-directional sensor is used so that the robot does not receive any directional information about the 
target. The mobile robot shows a reliable and fast homing behavior towards a defined area and stays in 
some given neighborhood of it. The computational effort needed is seen to be minimal. 

Keywords: mobile simple robot, system control, stochastic approach, low-dimensional control, algorithm. 

INTRODUCTION 
The motion of simple animals, such as protozoa, bacteria, up to insects, is commonly regarded as a kind of 
random walk. Correspondingly, diffusion-reaction like processes have been considered in order to describe 
their fundamental motion patterns up to the emergence of grouping behavior (for further reading see [6]). 
Moreover, the assumption of random movement has made thermodynamic considerations a natural tool for 
analyzing systemic properties. The assumption of random movement certainly is reasonable, when 
considering a mobile system having a large number of degrees of freedoms, but also smaller systems with 
quasi-periodic or chaotic behavior [3]. 

We followed this idea of a random walk as a simple model for the motion of an agent. As a technical 
example, one may think about a simple mobile robot, which can move in a simple environment, for 
example an infinite, smooth plane, having a motor E of an appropriate number of degrees of freedom. 
According to classical mechanics, its spatial state is given by its spatial coordinates Q e 9?d, d=2,3 and its 
momentum 
P e 9?d. The action of its motor is to change its spatial state due to 

F.Q    Q=Q+*P 
' P     F   D(a)P 

where t e 5R is some scaling constant and D(oc) denotes a rotation of the momentum around some 
randomly chosen angle a e [ 0, 2 n ]. The corresponding dynamics simply is a random walk in 9td. 

As the agent's sensory pole S, we considered an omni-sensor, which is sensitive to light (of some 
frequency). According to the intensity measured, the sensor will produce some electrical signal v, which is 
supposed to be transferred to the motor along the pathway S -> E. Note that accordingly the sensory signal 
induced does not contain any directional information. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The motor can be thought to be either autonomous or dependent: if autonomous, its activity does not 
depend on the signal coming from the sensor (det D(a) is independent of the sensory signal v). But if the 
motor is dependent, det D(oc) may be some function of v. For simplicity, it is assumed that the absolute 
value of the robot's velocity is constant, i.e. independent ofv, and the effector action exclusively consists in 
changing the direction of the momentum randomly. 

As our key assumption, we assume that the agent has an internal component I whose states are called the 
internal states of the agent. The role of internal state, essential variables, was already mentioned by R.W. 
Ashby [1,2]. A simple model for the adaptive regulation of cells by modulation of sensitivity was analyzed 
in [7]. More general considerations of the biological background can be found in [8]. 

Receptive signals are supposed to affect the agent's internal state according to some function g, so that for 
each position Q e 9?d corresponds an internal state x = g(Q) e X. Let Q' denote the agent's next spatial 
position due to the dynamics defined above. Then the internal state x' corresponding to this new position is 
a function of the coordinates (Q, P). As such the evolution of the agent's internal state is related to its 
spatial movement. 

Further, we assume that there exists a set Y c X of "essential" internal states, which is called the 
"homeostatic range" of the agent. The homeostasis condition is that during its dynamics, the internal state 
of the agent has to be kept close to this homeostatic range. As the distance measure, define the distance 
between the internal state x € X and the homeostatic range YcX, i.e. d(x, Y) = 0 if and only if x e Y, i.e. 
if the internal state is homeostatic. A direction P is regarded as "GOOD", if the internal state related to the 
new position Q' is closer to the homeostatic range than that related to the former position Q. This "weight" 
is formally defined as: 

+ 1     iff d(x,Y)>d(x',Y) 
-1   else, 

Suppose that the actual position of the agent is (Q,P). Then define the forward cone as: 

K=peS?:A<(p,P)P2 

where ( ,) denotes the ordinary the scalar product on 9?d and 0 < A < P2. Obviously, A is related to the 
opening "angle" of the cone. Analogously, KL is defined by the property - P2 < (p, P) < - A. The modified 
model then is: 

F.ß_>0'=     Q+tP 
C'P     F    c(Q,P)D(a)P 

where T has the same meaning as before, but the rotation angle a is randomly chosen from the interval 
[-arccosCA/P2), arccos(A/ P2)]. 

In words: the agent proceeds moving in its former direction, P' e K+ if this direction is GOOD, otherwise 
the movement of the robot is reversed, P' G K_. The random variable a represents "internal noise" of the 
robot itself in that its velocity is only determined up to some extent, represented by A. If A = P2, the 
dynamics are completely deterministic, i.e. the robot either maintains or precisely reverses its former 
direction. 

The mapping (3) does not represent a diffusion process of Langevin type.To induce noise to a 
(deterministic) system, a Langevin force term is commonly added, which has to fulfill certain stochastic 
properties (vanishing average and 8-correlation). In contract, the modulation of the random walk in our 
approach is {\em multiplicative}. By comparing the two functions (1) and (2), one immediately sees that 

FMP) =ct(Q,P).F(Q,P), c.(Q,P) := lc(Q,P) 
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Therefore, Fc can not be written as a random walk F to which an external driving force is superimposed. In 
fact, the dynamics of the agent may be regarded as a random dynamics in a gradient field. But this gradient 
field is internally defined, rather than externally: By mapping g: U -» X, the external signaling space U is 
mapped to an internal space X, on which the "force term" is defined. Therefore, this force can be regarded 
as being "generated" by the system itself. 

NUMERICAL RESULTS 
In the following, only some particular properties of the dynamics of the so-defined system will be 
considered. The model proposed represents an extension and generalization of the approach mentioned by 
O.E. Holland and C.R. Melhuich [5]. A mathematical analysis of the mapping including stability of the 
invariant set and discussion of ergodicity are beyond the scope of this work. The main aim of this part is to 
very roughly compare the random walk F with the "weighted" random walkFc. 
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Fig. 1: Phase-plot of the weighted random motion of the agent and the time-development of its spatial 
distance from the source, due to Equation 3. The agent's initial position is far away from the 
source. 

The above figures display the spatial motion of an agent due to the mapping Fc, being subject to a signaling 
field emitted by some source, which is located inside the circle. The simulation was done for a very simple 
model: as the signaling source, we defined a light bulb of constant intensity, so that the signaling field 
emitted is proportional to the field of light intensity. Accordingly, the strength of the receptive signals was 
considered as a monotonously decreasing function of the spatial position of the agent. The action of its 
effector, i.e. the motor, was assumed to be autonomous, leaving the velocity unchanged, det D(a) = 1. 
Moreover, the action of the receptive signals on the internal state was assumed to be strictly monotonous, 
i.e. the mapping g was assumed to be strictly monotonous. As such, the disc displayed below reflects the 
homeostatic range of the agent in the spatial domain. In the simulations, the disc was assumed to have a 
finite extension, 0 < d < «=. 
In contrast to a pure random walk, the trajectory due toFc can be seen to be composed of parts of perturbed 
straight lines, so that its motion becomes directed towards the target in the mean. First of all, it is clear that 
no real straight lines can occur because of the random choice of the rotation matrix. But apart from this, the 
segments have to be lines because of our definition of the weight function, which roughly says that a 
certain direction is maintained under certain conditions. The appearance of "straight" trajectories also can 
not be expected in pure random walks. 
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Fig. 2: Phase-plot of the weighted random motion of the agent and the time-development of its 
spatial distance from the source, due to equation 3. The agent's initial position is close to the 
source. 

As is well-known, purely diffusive processes in a plane have a mixed property according to which each 
trajectory of a purely diffusive system will meet any arbitrary small neighborhood of every point in the 
plane after a sufficiently long time. Therefore, "homing behavior", i.e. reaching the disc, is trivially 
achieved by a random-walk dynamics. In fact, as apparent from Figure 2, the agent reaches the source after 
a couple of iteration steps, its time development being due to Fc. For the same reason, a "purely" diffusive 
agent will leave every disc of finite radius d after some time t« d"2. Mapping (3) can be seen not to be 
mixed, in the opposite sense: According to the dynamics defined by Fc, the agent will not escape from a 
finite neighborhood of the target, but will remain in some finite distance of the disc for all time. Actually, 
the spatial trajectory of the agent shows an oscillation around the border, its amplitude being dependent on 
the initial velocity of the agent and the time scale parameter. This, in fact, constitutes a major difference 
between the pure random walk F and our "weighted random walk" Fc. 

CONCLUSION 
The model proposed represents a multiplicative modulation of a simple random walk: At each time-step, 
the direction is chosen randomly from a forward- or a backward cone according to the actual direction, due 
to the value of a weight function. 

The forcing term is internal, rather than external, i.e. no external force field is superimposed. This 
"weighted" random walk exhibits dynamical aspects, which fundamentally differ from those of normal 
random walks: 

1. The dynamics of the model proposed is not "mixed", but rather establishes a motion which converges to 
some given target. 

2. The mean direction is directed towards the target. 

The computational effort needed is seen to be minimal and, in particular, does not include any 
"orientation", i.e. no direct directional information is present. This process of "weighted diffusion" may be 
important as a framework for describing and analyzing the motion pattern of simple animals. 
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ABSTRACT 
The vehicle routing problem (VRP) is one of the well known optimization problems. It is used to minimize 
the total length of all routes of vehicles where each of the vehicle has a capacity constraint respectively. 
This paper proposes a self-organization neural network model for obtaining the best solution for VRP. Our 
method consists of two phases. In the first phase, the customers are grouped to several delivery areas for 
vehicles assignment by Maximum Neuron model. In the second phase, the TSP in each area is solved by 
Elastic net model proposed by Andrew et. al. The clustering algorithm used in the first phase is a Maximum 
Neuron model. Maximum Neuron model is one of the neural networks proposed by Hopfield that can 
minimize a cost function considering various constraints. In the second phase, Elastic net model is used to 
solve the problem and it can obtain good solutions of TSP. Our method improves the precision of solution, 
and can be extended for big size problem. Our simulation result shows that Maximum Neuron model can 
achieve better solutions than other methods in certain conditions. 

INTRODUCTION 
The vehicle routing problem[3] (VRP) can be stated as follows: A set of I vehicles, with same capacity Q, 
is located at depot D. City i is located at Xt in the two dimensional map and has a demand qt. Each vehicle, 
finding a route which begins at the depot, visits a subset of cities and returns to the depot without violating 
the capacity constraint. The objective is to minimize the total length of all routes, (see Fig. 1.). 

demand q, 

vehicle; 

fc      i>   capacity Q 

Fig. 1: Vehicle Routing Problem 

This problem is widely applied to many real life delivery problems. Delivery operations of goods to and 
from customers is one of situations where this problem can be applied to. The collection of mail from mail- 
boxes and the operation of school bus services are well known examples of deliveries from customers. 

The Elastic net algorithm for solving the VRP is proposed in [1]. £ sets of dynamic rubber band, which is 
initialized as L small loops, is stretched towards the cities with elastic forces of the band. Although the 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Elastic Net algorithm will find good solution for the traveling salesman problem (TSP), it is difficult to 
obtain the best solution for the VRP in realistic computational time. 

This paper proposes a clustering algorithm using the Maximum Neuron model to simplify the VRP to the 
TSP. By defining the independent routing cost for each customer, VRP can be divided into two problems: 
the vehicle assignment problem and the TSP. In the first phase, the vehicle assignment problem is solved by 
the Maximum Neuron model, and in the second phase, the TSP is solved by the Elastic Net model. 

CLUSTERING ALGORITHM 
The cost Cjj for assigning vehicle/ to city i can be defined as distance from main route of vehicle/ to city /. 

Cij can be described as follows: 

c<j=- 

\NV-Xj\   if (Mj-D)-(XJ-D)>0 

M j - Xf |  otherwise 
1. 

Mj is initially set to the centroid of the cities visited by vehicle j and updated by iteration and Ny is the 
position of the foot of the perpendicular from X,of the line Lj which passes through D and Mj,. The cost. Cy 
is the distance from L} to Xf if .Allocates the side of Mjor the distance from A^ to JC otherwise (see Fig. 2.). 

o o NiJ/fc 
o 

f        Xi 

o o 
D \    o 

o o 
o 

a. 

Fig. 2. A cost for visiting city i by vehicle/, a. when ^locates the side of MJy b. otherwise. 
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Vij indicates whether vehicle; visits city /.   Vg = 1 if vehicle j visits city i and V9 = 0 otherwise. Fj, must 
satisfy Eq. 2. and Eq. 3. 

j 

I*V<7,<0     (V,) 3. 
J 

The total cost can be described as follows: 

I   I   <r *, 4- 

NEURAL NETWORK DYNAMICS 
An approximate optimal solution of Vis searched for by using the Maximum Neuron model [8]. To satisfy 
constraint 2 constantly, Vy is calculated by: 

v       fl     if  U9 = max {£/,,}    (a = l,...,L) 5 

*      [O     otherwise 

where [/ initially set by random number selection, is updated by: 

Uv(t + l) = Uv(t) + -^- 6. 

at a 

a is the coefficient of cost c,y, and ß is the coefficient of the capacity constraint of a vehicle, a approaches 0 
from an initial value by the following equation: 

where a (0) is the initial value of a. 

Mj, which approximates the centroid of cities visited by vehicle;', is initialized by: 

2-1 a      "J 

where M/0) is the initial value of M, and is updated by: 

[   2J „  «j J 
Y is a learning parameter of Mj, and approaches 0 from an initial value based on the following equation: 

Y(r + 1)=Y(0-:3Y^ 1L 

where T is the frequency for updating a and j. Vy is updated by Eq. 5. until V satisfies constraint 3 and until 
the change in total cost equals zero. 

SIMULATION 
In the second phase, the problem(TSP) is solved by an Elastic Net model[2, 4]. We approach eil50, eilA76, 
eilAlOl and problem4 in the TSPLIB[9] for our simulation. The simulation results of these problems are 
shown in Fig. 3., where the route of each vehicle is drawn by different line colors. 
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4 A 

b. 

c. 

Fig. 3: Simulation results of eil51, eilA76, eilAlOl and problem4. 

a. a = 0.02, ß = 0.30, y = 0.03, step = 299, number of vehicles =  5, total distance =  522 
b. a = 0.01, ß = 0.08, Y= 0.03, step = 302, number of vehicles = 10, total distance =   898 
c. a=0.02, ß = 0.30,7=0.03, step = 300, number of vehicles =   8, total distance =   862 
d. a = 0.04, ß = 0.15, y= 0.03, step = 300, number of vehicles = 12, total distance = 1099 

The Maximum Neuron model solutions are compared with the best known solutions in Table 1. 
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Table 1: Results of the Maximun Neuron on the VRP 

problem 
number 
of cities 

total distance number of vehicles 
A B C D E    - A B C D E 

eil51 50 521 560 585 556 534 5 6 6 5 _ 

eilA76 75 898 - 900 876 871 10 - 10 10 - 
eilAlOl 100 853 - 887 863 851 8 - 8 8 - 

problem4 150 1081 - 1204 - 1064 12 - - - - 

iximum Neuron model ; B = Elastic Net [1]; C = The savin gs approach [5];D = 3-optimal m 
[6]; E = Tree Search [7]. 

DISCUSSION 
The experimental results show that our method can obtain better solution than all other methods, B, C, D 
and E, in eil51. Comparing with the Elastic Net model, our solution for eil51 gives less vehicles than that of 
the Elastic Net model, and the total distance is approximately 7% better. By separating VRP into two 
problems, the method improves the accuracy of solution, and it can also perform when the number of cities 
increases. However, with 75 customers, our simulation result does not show the best solution. Because this 
method is heuristic in nature, approximating the cost function in the first phase, it is not guaranteed to find 
the best solution for all problems. But the experimental results show that the iterations do not increase 
when the number of cities increases. Since Uy can be calculated in parallel by the algorithm described by 
Eq. 7., the model is able to work in parallel processors. Therefore, if our model is simulated by parallel 
processors, it can find solutions in 0(n) of computational time where n is the number of the cities. 

CONCLUSION 
By deciding on an independent routing cost for each customer, we can divide VRP into two problems. 
Using a clustering method in the first phase, VRP can be simplified to a kind of TSR Our method improves 
the precision of the solution, and can be extended to larger size problems. Our method can obtain 
approximately optimal solutions in the fixed iterational steps. Our method is particularly good at obtaining 
the best solution for eil51 which has 50 cities. 
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ABSTRACT 
In order to realize autonomous AGV driving, two problems arise. The first problem is known as the 
autonomous vehicle navigation problem. The second is the problem of acquiring a communication protocol. 
The communication protocol means that an AGV can understand other AGV intention by its behavior. If the 
AGV can understand the behavior of another AGV when they meet, it becomes possible for them to 
autonomously avoid collision and collaborate on their tasks. 

This paper proposes an acquisition method for communication protocol using Q-learning. Multi-AGVs are 
defined by a set of agents and each agent is defined by a learning automaton with a Q-learning function. 
Through many experiences in transporting workpieces within a virtual factory, the AGVs gradually acquire 
a common behavior by Q-learning and finally adopt a suitable communication protocol. Numerical 
experiments are executed to examine what kind of communication protocol is acquired by Q-learning by the 
multi-AGVs operating together. The acquired communication protocol selects whether the AGV will "turn 
right" when two AGVs drive in opposite directions and meet each other. When the AGVs drive in the same 
direction, the acquired communication protocol selects "go forward" by maintaining the same speed for 
each AGV. By comparing the acquired communication protocol with other options, the AGVs that adopt 
the correct communication protocol, process the given workpieces slightly faster. This result shows that an 
AGV can acquire a suitable communication protocol by learning in any environment. 

INTRODUCTION 
Several concepts for a new production system have been proposed for a past few years. Typical concepts 
are an agile production system, a lean production system, a biological production system and a network 
production system. These systems direct to an autonomous decentralized production system. An intelligent 
material handling system makes a great role of such systems. An AGV (an automatically guided vehicle) 
occupies a center of the intelligent material handling system and it shoulders a main schedule part to the 
production system. It can flexibly carry workpieces between an automated warehouse, machine tools, 
assembly machines, and testing machines. 

In order to drive AGVs autonomously, two problems arise. The first problem is known as the autonomous 
vehicle navigation problem, which has been studied for a long time. 

The second problem is acquisition of a communication protocol. This treats the problem of how the AGVs 
can understand other AGVs intention by their behavior. If the AGV can understand other AGVs behavior 
when they meet on their ways, it becomes possible for the AGVs to autonomously avoid their collision 
between themselves and collaborate with their behavior. We call this understanding the communication 
protocol. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The "flowers and bees" problem [1] is known as a communication protocol acquisition problem which has 
been well-studied. In this problem, mutual understanding between bee actions and flower signals are taken 
into account. When a bee selects a suitable flower signal, it will move toward the flower and collect nectar. 
Also, when a flower emits an attractive signal towards the bees, it can guide a bee to itself and have the bee 
carry its pollen. This mutual understanding can be considered as a communication protocol. One difference 
between the AGV and "flowers and. bees" problems is that the latter problem deals with heterogeneous 
agents while the AGV communication problem considers homogeneous ones. As well, the flowers and bees 
problem is a static problem while AGV driving is a dynamic one. 

This paper proposes a communication protocol acquisition method which uses Q-learning. Multi-AGVs are 
defined by a set of agents and each agent is defined by a learning automaton with a Q-learning function. 
Multi-AGVs behave like a mob. Directions to move for each AGV are "go forward", "turn right" and "turn 
left". Through many experiences in transporting workpieces in a virtual factory, the AGVs gradually 
generate a common behavior by Q-learning and finally acquire a suitable communication protocol. This 
process seems to be like mob-learning. 

Numerical experiments have been executed to examine the kind of communication protocol acquired by Q- 
learning through multi-AGVs driving. The acquired communication protocol selects an AGVs' behavior to 
move "turn right" when two AGVs drive in opposite directions and meet each other. On the other hand, 
when AGVs drive in the same direction, the acquired communication protocol selects "go forward" by 
maintaining the same speed for each vehicle. By using the acquired protocol, an AGV driving simulation is 
executed for transporting given workpieces in a virtual factory. The results show that the AGVs which 
adopt the acquired communication protocol process the given workpieces slightly faster than those AGVs 
which adopt other methods of communication. 

MULTI-AGVS MODEL DEFINED BY LEARNING AUTOMATA 
Automata are applied to model multi-AGVs. The multi-AGVs are defined by a set of automaton as follows: 

A = {Ai, i = 1,2,...,n} 1. 

where n is a total number of the AGVs. Each AGV is defined by an automaton as follows: 

Ai = (lj,Oj,Si,Fi,Gi) 2. 

where Ii, Oi, Si, Fi, and Gi are input, output, state, state action function, and output function, respectively. 
The state action function and output functions are represented as a function of Q-value that is defined in 
term of Q-learning. In general, knowledge of the AGV consists of two parts as shown in Fig. 1. The first 
part represents a clear knowledge that can be set up in advance with a definite knowledge. The second part 
represents an acquired knowledge in adaptation and learning. The model defined byEq. 2 corresponds to 
the second part. 

Constraints 
A minimum number of sensor and communication methods are assumed to be available to each AGV. The 
following constraints are introduced. 

(1) An AGV can sense another AGV moving in a particular direction from its present position. 
(2) An AGV can sense another AGV moving in a direction adjacent to itself. 
(3) The machining time for a conveyed workpiece is 0 and the buffer size of an AGV being stored 

at the machine tool location is infinity. 

These constraints were introduced based on Kaibara analysis to compare our experimental results with his. 

Input 
Input Ij is defined as follows: 
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Ii(t) = {Pi(t),Mi(t),F](t),Dj(t)} 

where t expresses time. Each entity of the input equation is defined as follows: 

3. 

Pi(t) is the current position, (XJ,VJ) of the AGV Aj. 
Mi(t) is the machines tool location, (xm,ym) to which that the current AGV is conveying the workpieces 
Pj(t) is another AGV's position, (Xj,yj) sensed by the AGV A; in its neighborhood. 
Dj={N, E, S, W} is the direction of movement of the sensed AGV Aj; where N, E, S, and W indicate north 

east, south, and west respectively. 

Output 
Output O, is an action taken by AGV A. It is defined as: 

Oi ={F, R,L} 4 

where F, R, and L express "go forward", "turn right" and "turn left" respectively for the action of the AGV 
attime(t-l). 

Output Input 

Knowledge (I,0,S,F,G) 

Adaptive and 
learning function) 

Al 

^^H^^^^j OX 

1    A2 I 

Fig. 1. learning automaton model for an AGV. 

STATE 

Fig. 2. Collision Avoidance when two AGVs meet. 

State Si(t) of the AGV A; at an instant t is composed of the current moving direction D;(t) its previous 
moving direction Dj(t-l) and the action Oj(t) of the sensed AGV Aj. Namely, it is described by:' 

Si={Di(t),Di(t-1),0J(t);i^j} 5. 

STATE ACTION FUNCTION AND OUTPUT FUNCTION 
An automaton usually uses a state transition function. In order to incorporate a learning function into the 
automaton, a state action function is adopted instead of a state transition function. The state action function 
Fj maps a set of states into a set of outputs. The mapping is performed through a Q-value in terms of Q- 
learning. An output function Gi usually maps a set of states into a set of actions. However, the output 
function Gi is changed into one that maps one set of actions into another set of actions because of adopting 
Q-learnmg. This output function is called as the action selector. These two functions will be defined later 

ACQUISITION OF A COMMUNICATION PROTOCOL BY LEARNING 
If an AGV can understand the behavior of another AGV when they meet, this understanding makes it 
possible to avoid collision and cooperate in their work. This mutual understanding is called n-formulated in 
this section. 
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DESCRIPTION OF THE PROBLEM 
Let a set of two AGVs be defined as A, and Aj, respectively. An action of Aj makes a state of A, while an 
action of Ai makes a state of Aj with the model defined above. Let set Q and Q be the profit which depends 
on actions of As and Aj, respectively. Then, the acquisition problem of a communication protocol is to 
determine the mutual actions of A and Aj so as to maximize the total profit of Q and Ct when they meet. 
This problem is formulated as follows. 

max (Q + Cj) 
Oi.Oj 

subject to 
Oi = G(Oi(Si)) and Oj = G(Oj(Sj)) 

6. 

Here C- and G can be set as 0 when each action makes a collision of A and Aj and as some positive values 
when each action avoids a collision of them. Since the states S and Sj contain the actions of Aj and At, 
respectively, the above formulation is rewritten as: 

max (Ci + Cj) 
Oi,Oj 

subject to 
Oi = G(Oj) and Oj = G(Oj) 

7. 

The actions Oi and Oj are determined through a Q-value acquired by Q-learning. Then, this problem can be 
treated as a learning problem through experience. 

ACQUISITION OF A COMMUNICATION PROTOCOL BY Q-LEARNING 
Q-learning is a learning method, which determines suitable actions by estimating a future profit by trial and 
error Let us assume that two AGVs A and Aj are adjacent to each other. If actions Oi and Oj are selected 
for A and A respectively, then the moving directions Di(t) and Dj(t) of A and Aj are determined 
respectively. By using current positions P;(t) and Pj(t) of A and Aj, the next position Pi(t+1) and Pj(t+1) can 
be calculated by Ps(t+1) = Pi(t)+Di(t) and Pj(t+1) = Pj(t)+ Dj(t), respectively. Based on the predicted 
positions Pi(t+1) and P/t+l), profits G and q are estimated by the following algorithm in the cases where 
two AGVs drive in the same direction (Di(t)=Dj(t)) and in the opposite direction (Di(t)* Dj(t)), respectively: 

If Pi(t+1) * Pj(t+1) and Pi(t+1) * V Pk(t) 

then Ci = Reward and Cj = Reward 

else if Pi(t+1) * Pj(t+1) and P;(t+1) * V Pk(t) 

then Ci = Penalty and Cj = Penalty 

else 
Ci = Penalty and Cj = Penalty 

endif 

In the above algorithm, Reward and Penalty are positive and negative values respectively, and the subscript 
k means an arbitrary AGV around A and Aj. In the above algorithm, the first judgement corresponds to the 
success of collision avoidance between A, Aj and an adjacent AGV Ak. The second judgement corresponds 
to the failure of collision avoidance. The Q-value, when the state of A is Sj and its action is Oi5 is updated 
by use of the profit Ci as a direct cost of Q-learning as follows: 

Q(Si,Oi,t + 1)=(1-a)Q(Sl,Oi,t+1) + a[Ci + y maxQ(S, 0*. t +1)] 8. 

where a and 7 are learning parameters. This equation becomes the state action function Fj. 

The action 0* of A is determined by use of a Boltzman-distribution function as follows: 
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O: =argProb 
h   oh 

exp{Q(S,0h,t)/T} 
Iexp{Q(q,Oh,t)n-} 

L   h 

9. 

where Prob is a function that selects action Q, depending on its probability, arg is a function to extract the 
subscript of Oh, and T is a computational "temperature". 

EXPERIMENT FOR ACQUIRING A COMMUNICATION PROTOCOL 
Simulations were performed to acquire a communication protocol by Q-learning as formulated above. Also, 
simulations were done to verify that acquired communication protocol works well. 

ACQUISITION OF A COMMUNICATION PROTOCOL 
Figures 3 and4 show graphical output of the numerical experiments. A virtual factory is considered in which 
three machine tools, Mb M2 and M3 , are located on a horizontal centerline. 100x100 cells represent the 
field of the factory. The size of an AGV is represented by one cell. A hundred AGVs are generated at 
random positions within the factory and they convey workpieces to the machine tools in accordance with 
the predetermined order. The machining order is Mh M2 and M3 or M3, M2 and Mi. One order is randomly 
given to an AGV. It is assumed that the machining time for the given workpieces is 0 and the buffer size to 
store AGVs at a machine tool is infinite. These conditions are the same as Kaibarafc experimental ones. 

Parameters a and 7 for Q-learning are set to 0.3 and 0.8, respectively. Also, values of Reward and penalty 
are set to 0.1 and -0.01, respectively. It is counted as one cycle that a hundred of AGVs have finished to 
convey workpieces to the machine tools in accordance with the specified order. Learning is repeated forup 
to forty thousand cycles and the Q-value is updated on each cycle. 

*.-■■ 

Ml r- M2 M3 

■ AGV 

B Machine Tool 

-_fi 

Ä-.■■,' 
Ml M2 M3 

AGV 
Machine Tool 

Fig. 3.   AGVs driving simulation for learning at an 
early step. 

Fig. 4. AGVs driving simulation for learning at an 
intermediate step. 

Fig. 5 shows a learning curve for two AGVs drive in the same direction while Fig. 6 depicts the case where 
two AGVs drive in the opposite direction. It is seen that the Q- value corresponding to "go forward" is 
acquired in a monotonously increasing fashion when the AGVs drive in the same direction. On the other 
hand, the Q-value corresponding to "turn right" is acquired when the AGVs drive in opposite directions. In 
the latter case, other actions are acquired to a small extent. When the AGVs drive in opposite directions, it 
is observed that the Q- value corresponding to "turn left" is mostly acquired and, other actions are acquired 
at a small extent in other experiments. From the results, the desired protocol is to take an action "go 
forward" when the AGVs drive in the same direction and to mostly take an action "turn right" or "turn left" 
when the AGVs drive in the opposite direction. 
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CONVEYING WORKPIECES 
The acquired communication protocol is compared to the one proposed by Kaibara [2] and to a heuristic 
protocol which uses a job completion ratio (OCR). An OCR means the average number of machine tools to 
which all AGVs convey workpieces. The heuristic communication protocol is that the AGV selects the 
action "go forward" when the AGVs drive in the same direction and to select the action "turn right" when 
the AGV drive in the opposite direction. Kaibaras protocol uses the following procedure: 

If Dj(t) = Dj(t+1) 

then move Aj and Aj forward respectively 

ifDj(t)* Dj(t+1) 

then 

If P,(t+1) * P,(t+1) and P,(t+1) * V Pk(t) 

then move A| and Aj forward respectively 

else if P,(t+1) =P,(t+1) and P,(t+1) * V Pk(t) 
then move A: and A at random 

else 

endif 
endif 

Di(t)= Dj(t+1)andDj(t+1)= Dj(t) 

Two AGVs are driving in the same direction when the first judgement is satisfied. On the other hand, two 
AGVs driving in the opposite direction satifies the second judgement. Figure 7 shows a comparison of the 
OCR between the three protocols. The same model as shown in Figure 3 is used for the experiment except 
that five machine tools are located on the centerline. Figure 8 shows the result when ten machine tools are 
placed in the factory. The OCR curve of the acquired communication protocol becomes very similar to that 
of the heuristic communication protocol. Kaibaras protocol produces the worst result. In Figures 7 and 8, a 
step means an elapsed time. The AGVs using the acquired protocol complete the conveying job 20 steps 
faster and 8 steps faster than those using the heuristic protocol in Figures 7 and 8, respectively. 

80 

if 
o 

60  " 

40 - 

20 - 

FORWARD 

RIGHT 

20000 30000 40000 

Cycle Cycle 

Fig. 5.An acquired protocol when two AGVs drive    Fig. 6. An acquired protocol when two AGVs drive 
in the same direction. in the opposite direction. 
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Fig. 7. A comparison of OCR between Q-learning, 
Kaibarafc protocol and a heuristic one. 
Five machine tools in the factory. 

Fig. 8. A comparison of OCR between Q-learning, 
Kaibaras protocol and a heuristic one. 

Ten machine tools in the factory. 

CONCLUDING REMARKS 
An acquisition method for communication protocols based on Q-learning is proposed and the acquired 
protocol is examined by comparing it to other protocols. The following conclusions can be made: 

(1) The acquisition of a communication protocol for autonomous multi-AGVs has been formulated as a 
learning problem and the use of Q-learning is proposed. 

(2) The acquired communication protocol well compares to the heuristic protocol, which is intuitively 
given by a human. The two methods are better than Kaibarafc protocol. 

(3) The AGVs that adopt the Q-learning method are freed from the dead-lock phenomenon because of the 
probabilistic action selection. 

ACKNOWLEDGEMENT 
This research is partially supported by the Japanese Ministry of Education, Science, Sports and Culture 
under the Grant-in- Aid for the Scientific Research (Basic research C, Account No. 412). 

REFERENCES 
1. N. Ono, T. Ohira, A.T. Rahm, 1998. Emergent organization of interspecies communication in Q- 

learning. Proc. of European Conference on Artificial Life, 396-405 
2. T. Kaihara, S. Fujii, S. Kunimasa, 1998. An evolutionary self-organization scheduling using coordinated 

autonomous work agents. Proc. Japan-U.S.A. Sym. on Flexible Auto., Ill, 1375-1381 



1122 



1123 

Heuristic Neuro-Fuzzy Model for Evaluation 
of Urban Transportation Projects 

Marcus V. Quintella Cury, Saul Fuks 

Coordena9äo de Pesquisa e Pös-Graduacäo em Engenharia - COPPE, 
Universidade Federal do Rio de Janeiro - UFRJ, Rio de Janeiro, Brazil 

ABSTRACT 
Urban transportation planning projects are largely concerned with providing two benefits: trip time 
reduction and operating cost reduction; both of which are usually quantified in monetary form. However, 
neglect of human factors in transportation projects and failure to recognise urban transportation as a basic 
need of a society, have resulted in systems that do not execute their primary objective: to move human 
beings quickly, comfortably, economically and effectively. As well, a poorly implemented transportation 
system can impact significantly on the environment and affect the psychological and physical health of a 
population, whether they be system users or not. Many existing transportation systems fall into the above 
classes because they were not designed initially from the viewpoint of improving the quality of life. 

In most cases, quantitative methods are preferred methods for system evaluation, with qualitative concerns 
and intangible benefits, perhaps acknowledged, but rarely accounted for during decision-making. Single- 
valued criterion play a major role in economic models in which all input factors are expressed monetarily 
or by applying weights of importance. There is an obsession to quantify variables in monetary terms. Exact 
quantification is usually impossible or unreliable since many measures must be assumed or guessed. 

As an alternative, the work described here develops a methodology to evaluate urban transportation 
systems based on qualitative descriptions, wherein humans and their environment are the main factors. The 
technique tries to analyse elements such as comfort, safety, speed of movement, satisfaction, convenience, 
environmental pollution, social effects, economic synergism, physical and psychological effects and so on. 

The model contains a knowledge base, composed of physical, chemical, biological, technical, economic 
and political data used to provide a humanistic perspective. The method is based on a neuro-fuzzy approach 
with heuristic rules organised into a hierarchy designed into a participatory environment of experts, current 
users and future users. All inputs are transformed into linguistic variables by ascribing degrees of belief to 
arrive at a final conclusion to assign a Humanistic Grade (HG) to the overall analysis. So all qualitative and 
quantitative inputs are compressed into a single parameter in this approach represented as HG. Since there 
are few mathematical methods for this approach, neuro-fuzzy technology has been chosen because of its 
ability to mimic human decision-making and because of the ease of model-validation. 

The architecture proposed is composed of several fuzzy associative maps or sub-systems, wherein input 
variables are fuzzified to establish degrees of belief; the fuzzy linguistic terms are inserted into fuzzy rules 
which infer intermediate linguistic sub-goals. These internal variables unite with other sub-goals that feed 
into additional fuzzy rulebases. This process continues until a final linguistic variable describing HG is 
found. This variable is passed through a defuzzification process to determine a crisp output for HG, ranging 
from 0 to 1. In this way, HG can be used to rank projects or decide on acceptance or rejection of a project. 

The knowledge contained within fuzzy sets and rules has been taken from interviews with experts. Much of 
this information comes from human experience, and often, is not supported by theory or empirical data. 
This wisdom is basically informal judgements of domain experts known as heuristic knowledge. Heuristic- 
thinking involves searching the problem space, learning about facts in the domain, being able to explain 
information and decisions, and repetition of this process until the problem is resolved. So the proposed 
model represents a collective mind able to define the humanistic content of a project, since the hierarchical 
architecture condenses the belief of a large number of users together with the careful consideration of many 
experts, in combination of all types of data and information, allowing the project HG to be derived. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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ABSTRACT 
In this paper, a linear quadratic gaussian (LQG) controller with genetic learning algorithm (GLA) is 
proposed to tackle the numerical errors due to the conversions of the A/D and D/A converters in a digital 
computer. This scheme can be directly used for the design of the ideal LQG and also is optimal in the 
presence of the numerical errors due to the finite word-length. By converting the stochastic problem to a 
deterministic game theoretic one, we find the estimation states using GLA and controller can minimize a 
suitable performance measure. The GLA, via reproduction, crossover, and mutation procedures, is used to 
tackle the signals from ADC to reduce the numerical errors and to obtain their optimal values. 

INTRODUCTION 
In digital control systems, it is necessary to quantize or round off the analog signals coming from the 
physical systems into the nearest digital level by A/D process and to the most likely analog signals by D/A 
process. Regardless of whether integer or fractional coding is utilized, the computation word provides a 
resolution of one part in 2" where n is the number of bits, and the higher number of bits, n, the 
quantization error is more effectively decreased. Therefore, the numerical errors of the computation can 
drastically affect the performance of the control system. There exist realizations of a given controller 
transfer function yielding large effects from computational errors. Therefore, it is important to have a 
systematic way of reducing these effects [1-4,7]. But it was not until the last decade, that the problem was 
solved and not much concerned about by researches. In this paper, a linear quadratic Gaussian (LQG) 
controller with genetic learning algorithm (GLA) is proposed to tackle the numerical errors due to the 
conversions of the A/D and D/A converters in a digital computer. This control scheme can be directly used 
for the design of the ideal LQG and also is optimal in the presence of numerical errors due to the finite 
word length. The scheme is to convert the stochastic problem to a deterministic game theoretic one. We 
find the estimation states using GLA and design the controller so as to minimize a suitable performance 
measure. A necessary condition is developed for the existence of a saddle point solution. 

ROUND-OFF ERROR AND LQG CONTROLLER DESIGN PROBLEM 
Let the plant to be controlled be described as the time-invariant discrete-time single-input single-output 
(SISO) mathematical model: 

xp(k + l) = Apxp(k) + fjEixpmi(k) + Bp(k)u(k) + Hwp(k) 

t    
,=1 ke[0,N]        1. 

y(k) = CT
pxp(k) + ^Fl

Txp(k^i(k) + GTvp(k) 
i=i 

where X (k)e R" is the state vector, u(k) and y(k) are the control vector and output, respectively, 

ß(.(k), i = 1,2,...q , \|/,.(k), i = 1,2,...£ , are uncorrelated white sequences, uncorrelated of each 

other, and w (k), v (k) are white sequences uncorrelated of each other with components uncorrelated 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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of ß.(£) and \|/,.(£); Ap, Et, i = 1,2,...9 , are nxn matrices, Cp and F,(k), i = l,2,---#, nx\ 

matrices,     and     H,     G     scalars. Let     E[$iUWl(k)]=Ql&Jk,     E[$i(j)$m(k)] = 0, 

E[wp(j)wp(k)] = Whjk, E[vp(j)vp(k)] = Vhjk, £[Y,0>,(*)] = Wß, and 

Etyi(J)Vm(k)] = 0, for some W > 0, V > 0, and the white sequences have zero mean. We assume 

that A , B , C  , and all the covariance matrices are known in advance. 

Consider the following unbiased estimator and the LQG controller for(l): 

xp(k + \) = Ap x(k) + Bpu(k) + L(y(k) - CT
p x(k)) 

A 

u = -M Xp(k) 
A 

where xP(k) is the estimate of xp (k). 

~ A 

Define the estimation error by XP (k) = xp (k) - xp (k) and the quantization errors by 

Q[u(k)] = u(k) + eu(k), Q[xP{k)} = xP(k) + ex(k) 
Then we have 

2. 

3. 

5. Q[xP(k)] = Q[xP(k)]-xp(k) = xP(k)-xp(k) + ex(k) = xP(k) + ex(k) 

We shall ignore coefficient errors in (Ap,Bp,Cp,M), since it is evident that controller structures that 

are good with respect to state quantization tend to also be good with respect to coefficient quantization. We 
then obtain the following closed loop system including finite word length effects: 

xp(k +1) = Apxp(k) + %Etxp(k)$t(k) + Bpu(k) + Bpeu(k) + Hwp(k) 
1=1 

x(k +1) = (Ap - LCT
p) xP (k) + (Ap - LCT

p )ex (k) + Hwp (k) - LGvp (k) 

+ J,Eixp(k)^.(k)-LJlFl
Txp(kyVi(k) 

1=1 1=1 

u(k) = -MxP(k)-Meu(k) 
Define 

6. 

= 
x(k) _ 

s A = ~äP- 
-BpM 

0 

-BpM - 
A

P-
LC1. 

,E = 
0" 

0 >
F

J = 

0 

-LFj 

0" 

0 

h 

[      0 

I   -LC *~r ,w( k) = "w,(*)" 
vp(k)_ 

,e(k) = 
[k)_ 

,A , = 
A 

0 

-LCI 
-BpM 

0 
H = 

Then we have from Equation 6. 

x(k + l) = Ax(k) + ^Eap(k)$i(k) + Hw(k) + Aee(k) + yZFixp(k))ri(k) 7. 
/=i 1=1 

The purpose of this paper is to find L and M such that the following cost function 
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J = 4^(^)0. Xp(N) + xT
p(N)Q2xp(N) + j\xT

p(k)Q,xp(k) + u(k)Q4u(k)}\ 
k=0 

+ 
1=1 

is minimized where Qx, Q2, Q3, and QA are suitable symmetric, positive definite matrices, p, is the 

1 A 

weighting factor, and ki = —2~2"' where nj is the word length used to store state variable x(k) in the 

digital computer. 

9. 

Let the second moment of x(k) be defined by 

IPnik)   Pi2KK)_ 
From Equation 7., we obtain 

P(k +1) = AP(k)AT + ^EiPikjEfo, + HA, HT + AeK2A
T

e +^FiP(k)F^l      10. 
i=i /=i 

where A, = diag{W,V] and A2 = diag{K,R\ where Ktj = hfiy, and R = — 2"2<x / is the 

covariance of eu (k) for which a is the fractional part of the word length of the D/A converter. Let the 

Hamiltonian be defined by 

AP(k)AT +%EiP(kJE*e, +HAlH
T + AeA2A

T
e +^FiP(k)Fi<\> H = /r 

i=i i=i 

11. 

where F(k -1) = 

F(k-\) 

is the costate matrix. Defining F(k) = 3H / dP(k), and 
fu(k-l)    fn(k-l) 

./2l(*-l)      /22(*-l). 
taking dB. I dM = 3H / dL = 0, we obtain 

F(k) = ATF(k - \)A + ^EiF(k - \)ETiQi + HKj{T + AeK2A
T

e + J^FiFik - l)F,^   12 
;=i i=i 

L = App22Cl Cpp22C
T

p+GVGT +%F,PllF\ 
1=1 

M = {g4+BT
pfuBp)-lBT

pfnAp 

where fl2 = 0 and pl2 = p22. 

13. 

14. 

GENETIC LEARNING ALGORITHM 
Given the I/O data set X = {x,, x2,..., xn }, we can formulate a constrained optimization problem to let 

the signals from A/D converter approximately equal the true ones. The proposed GLA scheme explores a 
population of signals in parallel. Each signal in the population is coded as a string, and a collection of 
strings forms a generation. Except the input signal, the others are selected nearly from the input. These 
signals constitute the set X and are used to generate a more accurate signal by GLA in a digital computer. 
Given the n input/output data set and an initial population G(0), the GLA generates a new generation 

G(k +1) based on the previous generation G(k) as follows: 
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Step 1:  k = 0 ; 
Step 2: Generate an initial population G(0) ; 

Step 3: Evaluate G(k); 
Step 4: If some termination conditions are met, go to Step 9; 
Step 5: Generate new generation G(k +1) from G(k); 

Step 6: Evaluate G(k +1) ; 

Step 7:  k = k +1; 
Step 8: Return to Step 3; 
Step 9: Stop. 

The evaluation function that we use is given by 

J      =_1_ 
GLA     l + e2 

where e is the square error of the difference between output and reference input. In most cases we base 
the initialization procedure of the GLA on the initial selection of the mathematical model of the plant. The 
termination condition for the GLA occurs when the maximum generation number is reached. 

($ ♦♦♦♦♦♦♦! A A 

L ,M ,6,. ,V ,W ,(j)  ,A,,A2) is a saddle point (i.e. L , M   are optimal solution 

and 0,. , V  ,W ,ty., Aj, A2 are all convex and compact set) for (10) and (12) to minimize (8), then 

15. 

tr 

tr 

^FiPF.-tfFik-l) 

e 

>tr J^FiPF,^F(k-l) 
;=i 

Y,EiPEi<d]F{k-\)  >tr Y.EiPEiQ^ik-l) 
.i=i J     Li=] 

fr[i/A*1//
r(/11^-l) + /22^-l))J>^AI//

r(/11^-l) + /22^-l))j 
tr[A,A\Al{fu(k-1) + /22(*- 1))J> tr[A A2A

T
e {fu(k-l) + f22(k- 1))J 

tr[LtGV*GTLtf22(k -1)] > tr[L* GVGT L* f22(k -1)] 

16. 

17. 

18. 

19. 

20. 

vvv 
Theorem 2: Suppose that a solution of /j, > 0, /22 > 0, pn > 0, p22 > 0 exists for equations (10) 

and (12) for the point [L,M,Qj ,V,W,§, A,, A2), then the necessary conditions (15) -(19) of Theorem 

1 are valid and the system is stabilized in the mean for the point (L,M) given by (13) and (14). 

Regardless of optimality, if a point \L,M,Qj ,V,W,§, A,, A2) guarantees such a solution, then the 

corresponding (L,M) stabilizes the system. VVV 

EXAMPLE 
Let 

A = 

-7.020X10"3 6.339x10-' 5.180xl0~3 -5.557x10"' -6.112x10^ 0 

B 

-1.654X10-2 -3.889x10'' 1.006 

6.100X10"4 -3.521x10"' -4.738x10"' 

0 0 1 

0 0 0 

0 0 1 

[00000 30f, C = [0 0 1 0 0 0] 

5.910X10"3 -4.632x10" 

0 

0 

0 

0 

1.783 

0 

■20 

0 

0 

0 

0 

20 

0 
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We assume that the continuous-time model (1) is digitally controlled using a pulse-amplitude-modulation 
signal with constant sampling frequency of 55Hz.   We also assume that measurement of y{t) is first 

subjected to an ideal anti-aliasing filter of bandwidth  2t~l   prior to sampling so that the discrete 

measurement covariance A, is given by 

A.= —= 5xl<r5 

Finally, the results are shown in Table 1. 

Table 1. The performance of the system (J X10 ) 

Number of bits Non-GA design method GA design method 
12 9.6544 9.0010 
10 9.8852 9.1101 
8 9.9941 9.2102 
6 12.3211 9.4011 

CONCLUSION 
In this paper, we have proposed a linear quadratic gaussian (LQG) controller using genetic learning 
algorithm (GLA) to tackle the numerical errors due to the conversions of the A/D and D/A converters in a 
digital computer. This scheme can be directly used for the design of the ideal LQG and also is optimal in 
the presence of the numerical errors due to the finite word length. We find the estimation states using GLA 
and controller can minimize a suitable performance measure. Since there are multiplicative noise terms, 
the separation principle is unfortunately not valid in this case and a set of necessary but not sufficient 
conditions are then proposed to stabilize the system. 
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ADAPTIVE FUZZY CONTROLLER FOR NONLINEAR 

UNCERTAIN SYSTEMS 

Chiang-Cheng Chiang and Chih-Chien Hu 

Department of Electrical Engineering, Tatung Institute of Technology, 40, 
Chung-Shan North Road, Sec. 3, Taipei, Taiwan, Republic of China 

ABSTRACT 
In this paper, an adaptive fuzzy controller for single-input single-output (SISO) nonlinear systems with 
higher-order and unmatched uncertainties is provided. The design is based on the principle of sliding 
mode control, input-output (i/o) linearizing controller, and the approximation capability of adaptive 
fuzzy systems. Finally, the suggested controller is applied to the controlling of the Robot with 
Flexible Joint. Simulation results indicate its efficiency. 

INTRODUCTION 
Recently, much attention has been paid to the problem of designing a robust controller for a dynamical 
nonlinear system containing uncertainties and disturbances. Although the technique of the feedback 
linearization can achieve exact linearization of the closed-loop system, it requires the accurate 
mathematical model of the system because the differentiation procedure cannot be performed.   In 

practice, however, many single-input single-output nonlinear systems are described by x = F(x,u), 

y - h(x)> where X e R" is the state vector, u € R and vei? are the input and output of the 
system, respectively, and F and h are unknown nonlinear function. Thus, one may think to 
replace the F and h by fuzzy logic systems, and to develop an adaptive law to adjust the 
parameters of the fuzzy logic systems such that they will approximate F and h. Indeed, this is the 
basic idea of Sastry and Isidori [2] where the F and h are approximated by series expansions of 
known nonlinear basis functions. Therefore, another approach that approximates the nonlinear 
function in the final equation of the differentiation procedure by fuzzy logic systems and develops an 
adaptive law to adjust the parameters of the fuzzy logic systems is proposed by Wang [4]. Thus, the 
systematic design of adaptive fuzzy controllers using input-output linearization concept with 
mismatched uncertainties is conducted, and two main extensions is used: (1) variable structure control 
[5] (2) Lyapunov-based control [6,8], to increase the robustness and to improve the performance of the 
controlled nonlinear system. 

I/O LINEARIZATION OF NONLINEAR SYSTEMS WITH HIGHER-ORDER 
AND UNMATCHED UNCERTAINTIES 
Consider the single-input single-output nonlinear system with system uncertainties: 
x = f(x) + g(x)u + ®(x);   y = h(x) (1) 

where x € R" is the state, usR, yeR is the system input and output, respectively; /, 

ge R" are known function and smooth vector fields. 0 6 R" is the system uncertainty. h(x) 

is a sufficiently smooth output function.   The desired output trajectory is yd.   Assuming that the 

state coordinate transformation  (z,n) = 7"(x) is performed to the system (1), we can obtain the 
following form: 
i/=2,+A^(z,i7),/ = l,2,-,r-l;   zr=v + A0r(z,7j) (2) 

f/ = q(z,Tj) + AQ(z,?j) (3) 
and 

U=_J_[_Ö(Z57) + V] (4) 
a(z,rj) 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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where a(z, rj) = LgL?h(x) ° T~l (x);   b(z, TJ) = Ufh(x) ° T~x (x) 

Afr=L&H}xh{x)oT-\z,n), i = l,2,-,r; 

AQ = [L@TJX    Ze72    •••   ZeV^Jcr-1^,^) 
Assumption 1: The zero dynamics is exponentially stable in the domain of definition, the function 
q(z, rj) is Lipschitz in z, and uniformly in rj. 
In the following assumptions, we can design a state feedback input-output linearizing controller (4) by 
the auxiliary control input v that can guarantee either exponential, or uniformly ultimately bounded 
stability of the nonlinear system (1) in the presence of uncertainties 0(x) via sliding mode strategy 
with simple adaptive laws. 
Assumption 2: The desired output trajectory yd and its first r derivatives are uniformly bounded, 
that is 

fa,y?,-.y?i<Bä (5) 
where Bd is a positive constant. 
Define the trajectory error to be 

«/a^-^iW). / = 1A—,r (6) 
Then the system (1) can be expressed as 
e, = e2 + A<f>x(e,rj) 

e2 =e3+A02(e,?7) 

:' (7) 

er_, = er+A<f>r_}(e,7j) 

er=v-y(J) +A#r(e,t)) 

where e = [ex    e2    • • •    er ]   is an error signal vector. 

Assumption 3: The uncertainties are bounded by the polynomials combined with both |e|' and 

\\rjf, j = 0X-,N, £ = l,2,-,Af.Thatis 

NJ^SL<,H'+Si4H*.'-lÄ.".r (8) 
where c'XJ and c'u are positive constants, N and M are positive integers. 
Assumption 4: The norm of the uncertainty vector AQ satisfies the following condition: 
|AQ|<Z     for all z,TjeB(zv). (9) 
We select a surface as follow: 
S = er+axer_x+-" + ar_xex, a7>0for \<j<r-\ (10) 

The sliding surface is defined as 5 = 0, where aJt j -1,2, • • •, r -1 are chosen so that all roots 

of polynomial P(s) = 5(r_1) + axs
(r~2) +••• + a,_, are in the open left half-plane.   Then, 

S = v - y(
d
r) + [axer +■■• + ar_xe2 ] + [A</>r + ax A<t>,_x + • • • + ar_x Afa ] (l l) 

and set A<I> = [A0r + axA0r_x +-■• + ar_xA^x]. 

Consider the simple adaptive laws: 

%(e) = q^ef, j = 0,1,2,-,N (I2.a) 

%M = <l2k\S\Hk> k = l,2,-,M (I2.b) 
where 
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*1/(e) = %(e)-cTu, CTXj =I>r_f< , j = 0,1,2,-,N (I2x) 

*2*(^) = %*(7)-^*, <r2* = Z>,-,4 • flo =1. * = U-,M (124) 

are parameter adaptation errors and q^, q2k 6 R are adaptation gains with positive values. 
Then the state feedback control law: 

u = -——[-b(z,tj) + v] 
a{z,rf) 

where 
v = y" -E«V—i -f*e,rj)sgtiS)-pS, p>0 (13) 

ADAPTIVE FUZZY CONTROLLER DESIGN 
Assumption 5: There are the following linguistic descriptions about the unknown functions b(z,rj) 

and a(z, rf) (from human experts): 

R(
b
r): IF z, is A[ and • • • and Z„ is Ar„, THEN 2>(z,77) is Cr (15) 

R^ : IF z, is B' and • • • and z„ is 5„*, THEN a{z, rf) is Ds (16) 

respectively, where y4,r, B-, C, and Z)* are fuzzy sets in J?, r = 1,2,--,Z,Ä and 

5 = l,2,--,Za. Then we replace b{z,rf) and a(z, 77) in (4) by the fuzzy systems />(z|0A) and 

a(z|öfl), respectively. The resulting control law can be rewritten as follows: 

uc^^r[-kz\0b)+v] (17) 

Then we consider a Lyapunov function: 

According to (8) and (14) 

F £ -/tf2 +[&(z,7)-£(z|0A) + a(z,/7X -a(z|0>j|S| (19) 

From (19), we see that it is very difficult to design the uc such that the last term of (19) is less than 

zero. • Thus, to solve this problem we append another control term us that is called the supervisory 
control [4].   Then, the resulting adaptive fuzzy control will be chosen as 
u = uc+us. (20) 

Assumption 6: We can determine functions bv(z,rf),  a (z,rf), and  aL(z,rj)  such that 

\b(z,rj)\<bu(z,Tj) and aL(z,rj)^a(z,rj)<av\z,rf) for zeUc, where bu(z,rj) <co, 

au(z,rf)<oo,and aL(z,rj) >0 for zeUc. 

We choose us as 

iif = -/*sgn(S)—L_- [Ä(ifo) +1^(^7)1 + 1^1^x1 + 1^(7,7X1] (21) 
at(z,77) ' ' 

In the following, we develop an adaptive law to adjust the parameters in the fuzzy systems for the 
purpose of forcing the tracking error to converge to zero. 
First, define 

el =argmine4enJsupz£(/j6(z|öA)-^,7)|] (22> 

0\ = arg min^ [supZ6f/c \a{z\e„) - a(z, rj)\] (23) 
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where Qh and Qa are constraint sets for 0b and 0a, specified by the designer.   For Qb, we 

require that 0b is bounded; that is, 

Qh={0b:\0b\<Mb} (24) 

Mh is positive constant specified by the designer.   For Qa, in addition to the constraints similar to 

(24), we also require that fl(zpo) must be positive.   Then, we have 

Qa={0a:\0a\<Ma,y'>e} (25) 

where Ma, £ are positive constants specified by the designer.   Define the minimum approximation 
error 

w = (b(z\0b) - b(z, /7)) + (a(z\0a) - a{z, tj))uc (26) 
Then the error equation can be rewritten as 

er = fäh (z) + fja (z)uc +w + A0r (z, rj) 
(27) 

~ LVH+I - P(e, V) sgn^) - pS + a(z, rj)us 

where  0b=0'h-0b,  0a=0*a-0a, and  gb(z)  and 4a(z)   are the fuzzy basis functions. 
Then we consider a Lyapunov function as: 

v=¥+^+ir/J'+iSl,*ä*Äw+|zi«s*iw 
Then we obtain 

V<fäb(z)S + ti4a(z)ucS + wS-pS2 +a(z,Tj)usS + -^^b +-fja 
r, r2 

= -fb[k +rxZb(z)S] +—tiWa +r24a(z)ucS)-pS2+wS + a(z,t])usS 

(28) 

where j>b = 0b and $a=0a.   From (21) and aL(z,T)) > 0, we have that a(z,T})usS <0. 
If we choose the adaptive law 

0b=-rxZb(z)S (29) 

0a=-r2%a(.Z>ß (30) 
then from (28), we have 

V<-pS2+wS. (31) 

Since w is the minimum approximation error, we have V < 0. 
For alleviating the chattering phenomenon caused by the sign function, we can use the fuzzy controller 

output Uj to replace the sign function. The fuzzy control rules which determine uf are defined as 
follow: 

Rj: IF S is Fj, THEN uf is G,, j = -2-1,0,1,2 (32) 

where Fj and Gj are the membership functions of the fuzzy sets. Adopting the max-product 
compositional rule of inference and the method of the singleton fuzzification [3] and using the method 

of the center of gravity defuzzification. We can obtain the fuzzy controller output uf to replace the 
sign function. 

AN EXAMPLE AND SIMULATION RESULTS 
The system can be modeled by the two equations [1,7]: 

Iq\ + mg/sin?, + k(qx -q2) = 0 

Jq2-k(qi-q2) = u 
The  system  dynamics  in  a  state-space  representation  with  the   state  vector  is  chosen   as 
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x = [x,    x2    x3    x4f = [q,    qK    q2    q2f and y = h(x) = xx =qv 

Consider   the    system    including    exogenous    noise    and    internal    uncertainties,    that   is, 

0(x) = [//,*,    p2xxx2    ^3*3    ^4*2 Y■ To obtain nun»6"031 results, we set  mgl = \0, 

.   lit ^ 
k = 100, 7 = 100, J = 10.    The desired output trajectory is given as yd =Sin—t and 

«/ = zi ~y{J'l)• '" =1»2'3»4 • bu(z,Tj) = 17, aL(z,TJ) = 1, and av(z,rf) = 1 is known from 
Assumption 6. 
The sliding surface is defined as follows: 

S^+öej+llßj +6e,. 
The bound polynomials of the uncertainties in Assumption 4 is evaluated as 

We use simple extensive adaptive laws to estimate the upper bound of each order as: 

cJ(e) = c0j+qJl\S\le\\Jdt, y = 0,1,2 

where C0J are initial values.   By choosing appropriate {c0J} and {q}, we can adjust the rate of 

parameter apadtation.   Here we select q0 = ql - q2 = 3 and the sampling time At = 0.002 sec. 

Then the switching feedback gain can be select as p(e) = X>of/(e)|HI and -P = 3- ^ 

simulation results are shown in Figs. 1-2. 

CONCLUSIONS 
The problem of adaptive fuzzy control for a class of nonlinear system with higher-order and 
unmatched uncertainties was studied in mis paper. We have some attractive characteristics in the 
proposed method: (1) do not require an accurate mathematical model of the system when the system is 
under control, (2) use fuzzy IF-THEN rules describing the system directly into the controller, (3) use 
fuzzy control output to replace the sign function. The proposed adaptive fuzzy controller is illustrated 
by the Robot with Flexible Joint, and the simulation results show the efficiency of the proposed 
method. 

Fig. 1. System responses: (a) output y(t); (b) input u(t); (c) switching gain p(t); (d) 

tracking error ex(t). 
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Fig. 2. System responses: (a) error e2(t); (b) error e3(t); (c) error e4(t); (d) sliding surface 

S(t). 
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An algorithm is presented for using dynamic state-variable models of microstructure evolution formulated from 
first principles and empirical data in combination with fuzzy design rules and simplified analytical models of the 
effect that product shape has on achieving desirable final products. 

Previously existing algorithms and software solved for the constrained, optimal conditions by combining the 
primal optimisation criterion and constraints into a single optimality criterion using a weighting technique. 
While often effective, this approach had the disadvantages of requiring the user to estimate relative weights and 
causing the algorithm to have slow rates of convergence. Also, prior software did not provide for any support of 
the effects of final product shape. Through application of further mathematical analysis, fuzzy design rules that 
account for shape effects and numerical techniques, the following new capabilities have been added. 

- explicit handling of constraints 
(no need for the user to choose weights) 

- fuzzification of the influence of shape and the design 
- design of initial process conditions 

(temperature, grain size, etc.) 
- design of processing time 

(processes can be optimized for minimum processing time) 
- multi-stage dynamics 

(sequential thermo-mechanical processes can be designed for overall optimization, not just one stage 
at a time) 

The presentation will include an explanation of model formulation, design strategies, numerical algorithms, and 
a example application and results. 
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HOLISTIC STRATEGIES FOR DESIGNING 
MULTISTAGE MATERIALS PROCESSES 

W. G. Frazier 
Air Force Research Laboratory 

E. A. Medina 
Austral Engineering and Software, Inc. 

Why? 
- Affordability goals require more than just "tuning" 

existing process sequences. New sequences and new 
processes must be competed. 

Aspects 
- when in the design process and where in the modeling 

structure do we assume independence? 
- breadth (the whole sequence should be considered at 

once and include coupling at least in the early design 
phases) 

- depth (effects on different scales should be considered 
at least in the final design phases) 
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HOLISTIC DESIGN 

Issues to be addressed at each design phase 
- modeling/model selection 
- design criteria 

• objectives (wants) 
• constraints (needs) 

- solution technique 
• trial-and-error (manual or automatic) 

• mathematical optimization 

Ram velocity 
Final height UPSET FORGE 
Lubrication 
Die temp 
Billet temp 

Forging Sequence 
and Design Variables 

BLOCKER FORGE 

Workpiece temp 
Geometry 

Ram velocity 
Lubrication 

Die temp 

EXTRUDE: 
Die shape 
Billet temp 
Ram velocity 
Lubrication 
Final diameter 

CLOSED DIE     i r- 
FORGE: 
Geometry 
Ram velocity 
Lubrication 
Die temp 
Workpiece temp 

FINISH MACHINE: 
Feed rate 

t Turning speed 

Achieve: 
microstructure 
dimensions 
minimum cost 



1142 

Different degrees of model accuracy 
- Tradeoffs among understanding, ease-of-use, functional 

requirements, impact on design phase 
Features 
- discrete, continuous 
- atomistic, continuum 
- static, dynamic 
- lumped, distributed 

Sources 
- first principles, analytical & numerical (science) 
- empirical (system identification) 
- heuristic (experiential) 

Design Variable 

DIFFICULTIES USING HYBRID MODELS 

Integration of models of the same phenomenon 
- FEA-based model vs. ERA-based model of a flexible 

structure 

Embedding of types within a model 
- FEA model of plastic deformation and CA model of 

microstructure evolution 

Inconsistencies of accuracy/representation from 
process model to process model 
- feature-based model of deformation and point-wise 

definition of thermal effects 

- feature-based model of heat transfer and point-wise 
definition of degree of macrosegregation 
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Many models have limited domains of validity, 
thereby restricting design alternatives 
- has also lead automatic process control design to focus 

on regulation of process inputs, and not dynamical 
tracking and optimal trajectory correction of process 
"path" 

Need to open up degrees of freedom in the design 
space for alternative processing paths through 
dynamical model development 
- provides a means to optimal sequence selection and 

time-varying process input selection 

Material models tend to be process dependent and 
process objective driven 

fr3 DYNAMICAL PROCESSING 

Constant:   ^lO"4*- Variable: 0= io~2 s~' -» i<r3 r1 -> io-4 *- 

35 

30 
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15 

10 

5 

■^ 

18nm 30\imand\A\im 
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DYNAMICAL PROCESSING 

Constant: e = 10 " s -1 

2 

1 

8^m 

kaäL'il-**4Ä A"^i:^ 

Variable:  £=io-4s-'-> io-3 J-' -> io~2 *- 

a 

1   n 

^ 

c 0.1       0.2      0.3      0.4       0.5       0.6      0.7      0.6 
Strain 

10 (im 

7 = 1100°C 

SEQUENCES OF MATERIALS PROCESSES 

Implementation Framework 
- Product 
- Processes 
- Automatic controls 
- Automatic redesign 

Design Framework 
- Product 
- Processes 

- Control trajectories 
- Robustness        ,nitia. 

- Controllability   M
s

a.,c.ria' *M 

H   Inter-Process lj_ 
Controller   p 

H Inter-Process 1 
Controller f T 

Klnter-Proccss 1 
Controller   " 

HE 
Automaied Learning Systen 

V 
Process 1 

Process States 

*p2 

Process 2 

*w(t,) 

*p3 

* Process 3 

*«(»,) 
Final 

3^(t)    Material 
State 

u,(t) u2(t) 

Process Controls 

u3(t) 
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COST REDUCTIONS IN A MATURE 
FORGING SUPPLY CHAIN 

Holistic strategy  

Increase metal removal speeds 
• Understand distortion 
• Reduced Material Removal 

Standardize forgings 
• Blocker shapes 
• Multi-part forgings 
• Sonic shapes 
• Reduced Inventory 

ABoy elements 

37%    \ 

ivert 

Improve Buy-to-Fly 
• Reduce sonic shape 
• Challenge forge rules 
• Sonic inspect billet only 

Standardize materials 
• Alloy selection 
• Billet diameters 

^ 
Optimization-Based Forging Design 

Apply Design Methods to Optimize 
the Whole Disk Manufacturing Process 
for Rapid Response Time and Low Cost 

1 Cast Ingot 

2 Upset 

3 Machine Preform 
A Blocker Forge 

5 Rough Machine 

6 Finish Machine 

7 Extrude 
8 Close Die Forge 

<3> 

IBR FABRICATION PROBLEM 

Billet 
Forming 

Cast: 
•VAR 
•PAM     It 

Consolidation 

Spray     ^ 
Forming 

Billet 
Conditioning 

HIP 

VHP 

«*•    Upset 

► ►   Coggrr 

►  Ring Roll 

►   Machine 

Preforming 

Foroe 

Heat 
Treatment 

-**■ 

Heat 
Treatment f A 

Shaping 

NNS Forge: 
•Conventional 
•NNS (sawtooth) 
•NS (extruded blade) 

Machine **H  Machine I >H T     .      ,H T Treatment 

Finishing 

Machine: 
•traditional 
•EDM 
•ECM 
•Chem mill 
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SBIR PROJECT: INTERACTIVE SIMULATION SYSTEM 
FOR DESIGN OF MULTISTAGE MATERIAL PROCESSES 

OBJECTIVE 
Develop framework for integration of models 
for materials, processes, equipment, geometry 
and cost, and design and optimization 
algorithms. 

GOAL 
Design of multi-stage manufacturing 
processes. 

FOCUS 
Affordability of turbine engine disks (will be 
applicable to other components) 

Interactive Design Capabilities 

£ 

Facilitated Model Building 

Feature Library 
Cost 

Automated, Distributed Design Capabilities 

Forging 
Model 

Extrusion 
Model 

Electro- 
Chemical 
Machining 

Model 

n 
Sds9*i 

@ 

§S! 
PMIESSH 

Design 
Control and 
Optimization 
Workstation 

m 

Machining 
Model 

Laser 
Inspection 

Model 

!)   Treatment 
Model 

MODELING A MANUFACTURING SYSTEM 
FOR QUALITY AND AFFORDABILITY 

Models are required for estimating 

- Part quality 
- Manufacturing cost 

Modeling efforts 

- Material 
• geometry - parametric 
• field variables - global or local basis functions, discrete points 

- Process 
- Equipment 
- Cost 

Models must relate physics to quality and cost 

Models should execute rapidly allowing evaluation of many 
alternative designs 

Use object-oriented methodologies 
- one physical/quality/cost model per process and workpiece object 
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process 
input 

variables 
C 

Process 
i-1 

input 
work piece 
variables Process 

design 
variables 

D 
output 

work piece 
variables 

J 
B 

Process 
i + 1 

* F 
process design 
output objective 

variables variables 

design parameters >Dc(AuC) 
objectives (cost, quality variables) >F c(BuE) 

Advantages over existing tools 
- automated consideration of alternate routes 

and parameters 
- embedding of direct design rules as 

opposed to only indirect use of simulation 
as trial and error 

- assistance at the initial design stages, when 
most of the cost is set 

The design framework will be 
- extensible to different levels of modeling 

complexity 
- able to use different optimization 

strategies 
- capable of accessing geographically 

distributed models 

8 
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FEATURE-BASED MODEL BUILDING 

TZT'w*.. -" '?."!£" ,'\ 
£* j# ^pr* &*£■< ^i«r irf* &•**• iWwwiw ft* i 

Wj^^lsKt'-Jjäd^JiiUIi-ldVjIiiiJIslP« 

mem 
rwLLjNT!.<J^ 

•»-»       »reu-     ti*;* \irzr :T_. JTü'- ---■ - 
1   .bit     ■»-! .»     A'» .-■»„. k*>        „   , 

Gradient-based optimization 
- SQP & related techniques 
- best for local optimization 

Non-gradient-based optimization 
- global optimization 

Optimization using surrogates 
Ideal design 
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Finding the correct model accuracy 
Integration framework needs to support all levels 
of model complexity 
Definition of design objectives and constraints 
Identification of decoupling strategies 

10 
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A New Methodology of Using Design of Experiments as a 
Precursor to Neural Networks for Material Processing: 

Extrusion Die Design 

Bhavin V. Mehta*, Hamza Ghulman*, Rick Gerth** 

* Department of Mechanical Engineering, 
Ohio University, Athens, Ohio 45701, USA 

** Department of Industrial and Manufacturing Engineering, 
Ohio University, Athens, Ohio 45701, USA 

Extrusion die design and making is an art and a science. In present day extrusions using composites, polymers, 
and other new alloys, the product geometries are extremely complicated. The flow analysis inside an extrusion 
die using Finite Element Analysis (FEA) is tedious and time consuming. To optimize the design of a die one 
needs to perform hundreds of runs, requiring several weeks or months of computer time. In the past researchers 
have used Neural Networks (NN) to optimize the design and predict flow patterns for newly designed dies of 
similar geometries. But, even for NN it has been proven that one needs a few thousand runs to train a network 
and accurately predict the flow. This paper shows a new methodology of using Design of Experiments (DOE) as 
a precursor to identify the importance of some variables and thus reduce the data set needed for training a NN. 
Based on the DOE results, a neural network training set is generated with more variations for the most 
significant inputs. A comparison of design using only NN versus using DOE and than NN is shown. The results 
indicate a significant reduction in the size of the training set, the time required for training and improvement in 
accuracy of the predicted results. To reduce the analysis time, a newly developed upper bound technique was 
used for generating the training set. The DOE model is extremely fast and can be used for real time (on-line) 
control of the process. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Department of Mechanical 

Engineering 
Center for Advanced Materials Processing 

A NEW METHODOLOGY OF USING D.O.E. 
AS A PRECURSOR TO NEURAL NETWORKS 

FOR MATERIAL PROCESSING 
(EXTRUSION DIE DESIGN) 

BY 
Dr. Bhavin V. Mchta 
Hamza A. Ghutman 
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Department of Mechanical Engineering 
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Athens, Ohio 45701 

Virtual Manufacturing 
Bhavin Mehta (mehta@oliiou.edu 

m Interactive and Immersive 
virtual environment for 
Materials Processing 

w Fast Upper Bound Solutions for 
Simulation 

88  AI Techniques for Die/Mold 
Design, Process Selection and 
Control 

e All on the Web using VRML, 
JAVA, COM & CGI 

m Excellent Training, Research 
and Experimentation Tool 

WORK PRESENTATION 

■ Introduction. ■ N.N. Development. 
♦ Material Processing # Objective 
* Extrusion ♦ Analysis Procedure 
* Main Objective 8 N.N. Optimization 

■ D.O.E. results. 
♦ Objective ■ Conclusion. 
♦ Analysis Procedure 

INTRODUCTION 

■ Materials processing is one of the most 
important branches of engineering. 

a Materials processing is defined as the 
conversion of raw materials into finished 
products. 

a Materials Processing Classification. No 
fixed agreement nor basis for their 
classification. 

EXTRUSION 

I The extrusion process can be explained as 
a squeezing process where the workpiece 
is transformed into another uniform cross 
section shape. 

s This process consists of forcing the 
workpiece through a die, thereby 
reducing its cross section and increasing 
its length. 
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MAIN OBJECTIVE 

m The objective of the project is to develop a 
new methodology that combines D.O.E. 
with N.N. to understand and analyze and 
predict the behavior of any process. 

■ Our sample case here is to predict the 
streamlined velocity fields of the extrusion 
process for the straight converging dies. 

Design of Experiments 
"Objective" 

: The main goal was to identify the 
significance of each parameter (variable) 
and its contribution to the model. Based on 
the results, one can decide on the training 
set for neural networks. 

K The five main factors analyzed are : 
Length of the die 
Diameter ratio of the entry to exit 
Initial   velocity 
n in the material properties equation 
m for the friction coefficient 

■ For this kind of models, it is advisable to do 
the analysis using the Fractional Factorial 
(FF). The main advantage of this method is 
the reduction in the number of experiment. 

■ The main advantage of the FF is to 
determine the significant few from the 
insignificant. 

ii The analysis was performed for the model 
of 25_1 with resolution V (five), which 
means that the model has 5 variables each 
one has two levels and one design 
generator I = ABCDE. 

il The next analysis was carried out for the 
model of 25"2 with resolution III and 
design generators I=ABD=ACE=BCDE. 

Data Distribution Sheet for Case 2s"1 

(E= ABCD) 
A B C D E 

Length Inil VeL DisJUtio D(M «t.) n> (Fric.) 

Data Collection Sheet for Case 251 

"variation due to n (material property)" 
A B c D E -0.01 +0.01 Average 

Length Init Vd. Du.Rj.tio n (Mat) m (Frit.) "Mt 1" "set." 

0.5 0.1 2 0.1 0.9 0.2173 0.2166 0.2169 

8 0.1 2 0.1 0 0.1898 0.1896 0.1897 

0.5 I 2 0.1 0 2.1115 2.1119 2.1117 

8 1 2 0.1 0.9 1.9545 1.9522 1.9533 

0.5 0.1 5 0.1 0 0.3192 0.3196 0.3194 

8 0.1 5 0! 0.9 0.2980 0.2976 0.2978 

0.5 1 5 0.1 0.9 3.2251 3.2287 3.2269 

8 1 5 0.1 0 2.9528 2.9515 2.9522 

0.5 0.1 2 0.4 0 0.2118 0.2118 0.2118 

« 0.1 2 0.4 0.9 0.1932 0.1930 0.1931 

0.5 1 2 0.4 0.9 2.1169 2.1124 2.1146 

8 1 2 0.4 0 1.8713 1.8696 1.8704 

0.5 0.1 5 0.4 0.9 0.3264 0.3268 0.3266 

8 0.1 5 0.4 0 0.2926 0.2926 0.2926 

0.5 i 5 0.4 0 3.2494 3.2534 3.2514 

« 1 5 0.4 0.9 2.9623 2.9614 2.9618 
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Data Analysis for Case 25"1 

Average 1 2 3 4 EfTcM SS 
dt 0.2169 0.4066 4.4716 11.2679 22.4902 2.8113 * 0.1897 4.0650 6.7962 11.2223 -1.0683 -0.1335 0.0713 
b 2.1117 0.6172 4.3899 -0.4819 18.3944 2.2993 21.1471 

ab 1.9533 6.1790 6.8325 -0.5864 -0.8654 -0.1082 0.0468 
c 0.3194 0.4048 -0.1856 9.2202 4.7672 0.5959 1.4204 

ac 0.2978 3.9850 -0.2963 9.1742 -0.1714 -0.0214 0.0018 
be 3.2269 0.6192 -0.2629 -0.3842 3.9172 0.4897 0.9591 
»be 2.9522 6.2132 -0.3236 -0.4811 -0.1521 -0.0190 0.0014 
d 0.2118 -0.0272 3.6584 2.3246 -0.0456 -0.0057 0.0001 

ad 0.1931 -0.1583 5.5618 2.4426 -0.1045 -0.0131 0.0007 
bd 2.1146 -0.0216 3.5802 -0.1108 -0.0460 -0.0058 0.0001 
abd 1.8704 -0.2747 5.5940 -0.0607 -0.0969 -0.0121 0.0006 
cd 0.3266 -0.0187 -0.1311 1.9034 0.1180 0.0148 0.0009 
acd 02926 -0.2442 -0.2531 2.0138 0.0501 0.0063 0.0002 
bed 32514 -0.0340 -0.2255 -0.1220 0.1104 0.0138 0.0008 

abed 2.9618 -0.2896 -0.2556 -0.0301 0.0919 0.0115 0.0005 
Total = 
22.4902 

Effect Normalization for Case 25-1 

Run (Sorted) Norm.     | 
" i" Effect Z({i-0.5V{n-l)) 

1 -0.1335 -1.8339 a 
2 -0.1082 -1.2816 ab 
3 -0.0214 -0.9674 ac 
4 -0.0190 -0.7279 abc 
5 -0.0131 -0.5244 ad 
6 -0.0121 -0.3407 abd 
7 -0.005R -0.1679 bd 
8 -0.0057 0.0000 d 
9 0.0063 0.1679 acd 
10 0.0115 0.3407 abed 
11 0,0138 0.5244 bed 
12 0.0148 0.7279 ed 
13 0.4897 0.9674 be 
14 0.5959 1.2816 c 
15 2.2993 1.8339 b 

ANOVA Table for Case 25"1 

Source SS dor MS F        1        p 
»(SS/dof) =(MS/MSE) 

A 0.0713 l 0.07132919 100.033556 1.5871E-06 
B 21.1471 i 21.1471243 29657.172 1.071E-18 
c 1.4204 i 1.42038843 1991.98262 7.6684E-13 

AB 0.0468 l 0.04680191 65.6359888 1.0541E-05 
BC 0.9591 l 0.95905248 1344.99538 5.4044E-12 

Error 0.0071 10 0.00071305 

Total 23.6518 15 

RSq.= 0.99969852 

Predicted velocity = 2.8112745/2 - 0.133537625/2 A (length) + 
2.299300125/2 B (initial velocity) + 0.59590025/2 C (diameter ratio) 
-0.10816875/2   AB    (interaction    of   length   and   velocity)   + 
0.489656125/2 BC (interaction of velocity and diameter ratio) + 
Error. 

A B C D E Predicted Error Percen. 
IniLVcl. DiaJtatk) u(Mat> m(Fric.) Velocity Velocttv Error 

02169 02155 0.0014 0.6352 
0.1897 0.1902 -0.0005 -02521 
2.1117 21334 -0.0217 -1.0269 
1.9533 1.8917 0.0617 3.1576 
0J194 0.3218 -0.0024 -0.7485 
02978 02964 0.0014 0.4628 
32269 32189 0.0080 02467 
2.9522 29772 -0.0251 -0.8488 
02118 02155 -0.0038 -1.7929 
0.1931 0.1902 0.0029 1.5003 
2.1146 2.1334 -0.0188 -0.8871 
1.8704 1.8917 -0.0212 -1.1353 
0.3266 0.3218 0.0048 1.4725 
0.2926 02964 -0.0038 -12975 
3.2514 3.2189 0.0325 0.9991 

i 1 29618 29772 -0.0154 -0.5194 

33000-F 

3.0000 I 

250001 

jjj 20000 I 

1 I 
>  130001 

1.0000 I 

03000 I 

ojooool 

The Actual and Predicted Velocities for 2*'' 

N 
—•— Average Wocity j 

-*- Predicted Velocity j 

1     2    3    4     5    6    7     8    9    10  11   12   13   14   15   16 

Cases 
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Neural Network 
"Objective" 

■ The objective of the second part of the 
project is to design an artificial neural 
network based on the method of back- 
propagation to predict velocities of the 
extrusion process for the straight 
converging dies. 

■ The neural network (NN) is one of the 
main artificial intelligence (AI) techniques 
used. 

• Artificial neural network is considered as 
an information-processing system. 

if Information processing with neural 
network consists of analyzing pattern of 
activity, with learned information stored as 
weights between node connections. 

■ A common characteristic is the ability of 
the system to classify streams of input data 
without explicit knowledge of rules and to 
use arbitrary patterns of weights to 
represent the memory of categories. 

m The design of ANN consists of two main 
stages:   TRAINING & TESTING. 

m It is trained with numerous examples so as 
to give reliable results. 

«Neural computing offer the advantage of 
speed once the network has been trained. 

Neural Network Results 
"Training Sets" 

Before After 
DOE Optimization 

m Average Error = -0.0409 -0.0149 

m MSE (Mean Square Error) = 1.8647 2.2138 

■ RMSE (Root MSE) = 1.3655 1.4879 

m Average Absolute Error = 0.8174 0.8562 

m Max. Absolute Error = 10.3798 12.1502 

_— -6.3547 -5.4214 

Neural Network Results 
"Testing Sets" 

Before After 
DOE Optimization 

m Average Error = 
■ MSE (Mean Square Error) = 
B RMSE (Root MSE) = 
m Average Absolute Error = 
m Max. Absolute Error = 
m Average Percentage Error = 

-0.0785 
1.6939 
1.3015 
0.7942 
10.3798 
-8.7345 

-0.0391 

2.0887 

1.4452 

0.8507 

12.1466 

-8.0900 

! Clear reduction in the error occured after 
eliminating the insignificant parameters. 
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CONCLUSION 

I Design of experiments can be used to 
identify the significance of input 
parameters, and their overall effect on the 
model. 

i Fractional factorial design can be used to 
reduce the number of experiments. A 
more efficient data set can be generated 
using the information from design of 
experiments, to train a neural network. 

■ The neural network model prediction can 
be used for real-time process control in 
place of analytical solutions, which can 
take minutes to hours. 

B These advantages are very important in 
the case of virtual manufacturing. 
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Incorporating Hybrid Models into a Framework for Design 
of Multi-Stage Material Processes 

Enrique A. Medina*, Daniel A. Allwine** 

* Materials & Manufacturing Directorate, 
Air Force Research Laboratory, 

Wright-Patterson Air Force Base, Ohio 

** Austral Engineering and Software Inc., Ohio 

Most current applications of software for design of material processes are based on using high fidelity analysis 
as a substitute for experiments, in a methodology that can still be regarded as trial and error. The state of the art 
goes somewhat beyond that paradigm by using optimization algorithms to vary the parameters of 
computationally intensive analysis models to improve the design of individual stages of a manufacturing 
process. The ongoing work presented here is aimed at creating a tool for preliminary design of products and 
processes that considers the entire sequence of required processes simultaneously. This is accomplished by 
viewing the sequence of processes and the product as system that can be optimally designed using formal 
mathematical techniques. The ultimate goal is to create an easy-to-use software system for integrating material, 
process, equipment, and cost models, and optimization algorithms into a single environment for preliminary and 
intermediate design of multi-stage material processes. 

Since a large portion of the cost of a system or component is decided early in the design process, the design 
framework presented will address affordability and sustainability of military and commercial systems by 
allowing the designer to consider alternative materials and processes and to estimate the influence of design 
decisions on cost at early design stages. The initial focus of the project is preliminary and intermediate design 
of sequences of processes used in production of turbine engine components. The proposed design framework is 
based on a powerful object-oriented, geometry-intensive environment, the Adaptive Modeling Language 
(AML), and will support different types of models (analytical or numerical) and different mathematical 
optimization algorithms. Customizable visualization capabilities, web accessibility and distributed, 
collaborative design are all planned features of the system. 

The fundamental difference between this and other simulation-based design tools is the concept that when 
design is the objective, it is beneficial for the underlying modeling methodology to be formulated taking into 
account the design function. Basic mathematical analysis enhanced with empirical knowledge can be used to 
create models that include known design drivers at a level appropriate for preliminary and intermediate design. 
Optimization algorithms can then be used to vary the parameters of these models in order to solve appropriately 
formulated design problems that address materials, process, equipment, and cost by means of suitable 
combinations of objectives and constraints. 

The current status of an AML implementation of a three-stage model of a turbine engine disk-manufacturing 
process will be demonstrated. The model will include material, process, and cost characteristics, and a 
generalized hill-climbing algorithm will be used to vary model parameters in order to improve a meaningful 
objective function. Visualization capabilities will include geometry, cost and cost drivers, and measures of 
optimization algorithm performance. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Multi-Prqpess Design executive 
A SoftwajÄVobl for Preliminary Design of J 

•.-Manufacturing Processes 

Enrique A. MedinäV-jS 

Daniel A. AHwino" 

Austral EngineeringLawJ Software, Inc 

otivation: State 
Manufacturir 

'Most current: 
manufactMl 
a sucsti 
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Sign Tools 

. .* of soPwire for design of s 

cooes use high fidelity a~ -•---*" 
i-fioor exuerimentation,:: 

.L-iises optimization algorithms 
,«m.=Lo.-s of computationally r«-—■•— 
Bio improve individual manu* 

his tends to optimize locally and se£V$s'1o refine an 
•existing design. 

A tool for preliminary des^jni#lTianufacturing is 
needed that helps the..«jjjfneer come up with initial 
designs  Sincejj&aMEmmitted early, this tcol 
should design fcg&8s{ as well as properties    ^.JKväf* 

iple of Optimizatio 
mon optimal cop.&? 

Optimal Control Probtom 

Find u(0 to minimize the optimality criterion 

J(u(i)\ = h{x(t/))+^ etx(n.u(n.i)di, 

while satisfying the system state equation 

«<)=/(i((),irfa(i.      4o=i0. 

I A Typical Hot Metal Forming Case 

I Control inputs, u(f): strain, strain rate, temperature 

I System states, *(/): grain size, vol. fraction transformed 

I System model, ffx.u.f): 
mtcrostructural model, deformation model, 
heat transfer model 

Trajectory criteria, g(x,u,f): 
regulate microstructure development 
minimize deformation heating 
stay within workability ranges 
integrate equipment characteristics 

Final state criteria, hfx(r,)): 
achieve final microstructure 
achieve final strain 

Sf&ed Design 
8$roDlern setup 



1159 

mple of Optimization-Based 
Design of Material Processes 

■ Die profile and extrusion speed calculated 
"through optimization 

Interactive Simulation System for 
Design of Multi-Step Material 

Processes: SBIR Project     g 

Develop- framework lot inie^Mtion o' mi 
processes, equipment, aeometry anij ci 
optmnzaj&h algorithms 

i\s for materials, 
, and design and 

\ Gevelop process design models m JI modc?l library a 
'*>\S(V' 3 .-•» the creation of a  L--r, -.'rvJel tütMK r-i> cr 
■be used to construct new moi: 

f|:P£veiqp interactive vis „ I i.se- ttlGt&pc fo- ccs o'l system; 

> Demonstrate ar J vd'J^'e effectiOe'iu'S^ " Air Farce pröfcfesn^ 
(focus is manii'aUunngj of turbine engine disks 

( Vypical Alternatives for Manufacturing of 
•: Ti-64 Turbine Enrftrte Disks 
         _...■•'"   

odeling for Properties and Cost 
f     ■   Modü.s a'O requited foysstirnating 

- partpropi 
manufacturing «QwV 

•  Model.nge 

..-• field variables - gbo jl or local basi^ Junctions dBWfttf/poinls 
g  - Process .    i'*- 

:t"   •  Models must relate physjegji|jplf»erties and cost 
:?'      •  Models should execute nspldty allowing evaluation off.. 

many a'tei native designs '.. \. . fm 

: M*    J' > * s abt&UHfir'     lärm. 
Qua- \ e* «UQIT as Itie piod 1" -   'an should hewä@m&s$&ä. 
>. ■*. % iouki(*j inua? PJ ■.- .1 _- :bject basis; 
Nj 11« uiM dnvi» »• -ijv* r-<en ransidere<S. 
Stcw^gjein«.«   -3  :■   -lasavanable., '.'X 
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se I Proof of Co Problem 

Sätiviroules for manufactur ng asample disk 

Workpiece and dj»4j§rametries are parameterized 

Optimizatiojfcalflanthm varies workpiece. die. and 
processpjHJhmeters to minimize cost 

V ' 

Demo system uses 
• MicrosofB COM / DCOM framewort 
■ Ohio University simpl'rfied analytical 

models 
• AFRL/MLMR manufacturing cost model 
• Virginia Tech discrete event optimization 1 

ams
r- w-— 

Up--  Phase I Proof o&ßöncept 

 ^y  
ji- 

Demo system 

• Uses client/server apprc 

• Runs on several compu 
1 • Minimizes disk manufac uring cost           1 

• Engine disk sample pro jlem                    i 

Optimization Resultsyjöf a Run 
of a Sampl^Prrolem 

imization ResuttsdOT a Run 
of a Samplej0p'blem 
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.wfr-J 
a^ AML Capabilities 

Unified product modef 

Full support of UflitX and Windows NT 
SingleaUndgK^o Object-Oriented Architecture       J 
OpenApMScture for Foreign Applications Searrtfeissl 

£gfftmton Syntax throughout the differentMoäules 
jpll Time Dependency Tracking ^^jjmK?'' 

"":13emand Driven Computatkpv 
Full Support of IGES{i 
Support of various geonjeflt£*modelers with ful 
model carapaj 

:.#1 

AML Distributed-Qomputing 
*■■ Capabilities 

■ Network DistriötÄed Architecture 
- OS lndeßg|)den: 

• CORBA'compliar.: 

• STSP:Compl'aht 

•(^Environment supporting real time ^ 
■: »active modeling of compf§|jj|ll»ms 

• Dynamic linking ofthe vanous engineering processes 
■ Distributed models       3$ 
■ Remotesaccsss via standard br )wsers 

!■*$! 

^MpQX™ Facilitated Medel Building 

Models are built f 
both empirical 

es that contain 
and physics 

i-   MPDX™ Automated^Jistributed 
Design Capabilities 

The communcatiojlf'fiiedium can be the operating 
system, an intranet, the Internet, or the Web   ^jij 

M Interactive De$ign Capabilities 
hange parameters ar^dpickly evaluate design 

f Get real time informÄpfi about impact of design 
decisions (matagfflppTOcess, equipment) or 
manufacturirj^TOst and product properties 

Run optaMptton to find best processing $ 
*'"' e'ters 

Sumrr|gg§ 
Tool for preliminary di 
manufacturing proi»S§es 

When design»TOeobjective. the models shouts 
be appr.qwteite for design 

"3B of multi-stage 

Bastothathematical analysis and empiricj«''' 
vledge are used for modeling thgfcinctudes 

namic effects 

Optimization is used to find! 
sequence and parameters? 

'0" 
iprocessing 

SI ate-of-the-art integration fi amework with   jjüJHH 
distributed compiling capabilities ''JHIB 
 £_ M. ! 
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Hybrid Modeling for the Interdisciplinary Design 
of More Affordable Systems 

James W. Poindexter, Gerald R. Shumaker and Brian A. Stucke 

Materials and Manufacturing Directorate, 
Air Force Research Laboratory, Wright-Patterson AFB, OH, USA 

This paper will address current results and future requirements for system modeling and simulation with an 
emphasis on enhancing physics-based shop floor models while developing a common data model to support the 
integration of shape, material, process and performance characteristics. A method of "interdigitation", which 
tightly couples an engineers' domain specific knowledge with domain independent search techniques such as 
numerical optimization, genetic algorithms and simulated annealing, leverages the strengths of each technique to 
provide a more holistic approach to system design. 

Developing and building systems in the 21st century will require an extensive effort in modeling and simulation 
to meet the cost and performance requirements for new Department of Defense (DoD) systems. Advanced, 
multi-role systems like the Joint Strike Fighter (JSF) are striving to achieve strict cost objectives in the face of 
shifting system performance requirements. To balance these cost and performance goals, increased emphasis is 
being placed on the use of emerging technologies such as multi-disciplinary modeling and simulation and a 
collaborative optimization environment to accelerate and enhance cost decisions in the design of an aircraft. 

New initiatives involving "cost-as-an-independent-variable" (CAIV) are dramatically changing the Air Force 
and DoD acquisition process from performance parameters and pure acquisition cost to assessing a system^ 
total life cycle and total ownership cost. CAIV will require extensive communication between engineering and 
manufacturing disciplines to understand the complexity of cost impacts on a system which is greatly enhanced 
through the use of modeling and simulation of both the system and itfc environment from manufacture through 
to retirement. To understand the relationship between performance and manufacturability requires detailed 
knowledge of the entire scope of processes used to develop and support a system from the macro to micro scale. 

Several DoD research and development initiatives are focusing on enhancing the functional relationship between 
critical design, engineering data and the tools that model the manufacturing fitness of a component. One such 
initiative is the Simulation Assessment and Validation Environment (SAVE), an open system architecture built 
on the Common Object Request Broker Architecture (CORBA), which enables seamless sharing of data across a 
wide array of commercially-available modeling and simulation tools in support of system design. The impact of 
such an integrated suite of simulation tools applied to the JSF, is estimated to save $3 Billion in life cycle costs. 

The collaborative optimization environment afforded by SAVE offers a seamless development environment 
necessary for engineers to model, analyze, and optimize complex products and processes that produce them. 
This environment seeks to integrate design performance tools such as finite element analysis and computational 
fluid dynamic models with cost models associated with particular materials and processes. As a design 
configuration evolves, the multi-disciplinary team gets immediate feedback from a manufacturing process 
database on how well the design fits within manufacturing capabilities, and whether the performance of the 
component is optimized. Ultimately this type of collaborative environment will interface with a DoD battlefield 
modeling and simulation environment to provide the acquisition community (government and contractors) with 
the ability to represent more fully a product^ key characteristics and performance capabilities with higher 
fidelity. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The Second Annual International Conference on 

Intelligent Processing and Manufacturing of Materials 

Hybrid Modeling for the 
Interdisciplinary Design of More 

Affordable Systems 

Brian A. Stucke 
AFRL/MLMS 

2977 P Street Suite 6 

Wright Patterson AFB, OH 45433-7739 

tel: (937) 255-4623 

fax: (937) 656-4269 

brian.stucke@afrl.af.mil 

James W. Poindexter 
AFRL/MLMS 

2977 P Street Suite 6 

Wright Patterson AFB, OH 45433-7739 

tel: (937) 255-7371 

fax: (937) 656-4269 

james.poindexter@qfrl.af.mil 

The Second Annual International Conference on 

Intelligent Processing and Manufacturing of Materials 

= Overview 

Introduction 

Virtual Manufacturing Vision 

Multi-discipline Modeling & Simulation 

Collaborative Engineering Environment 

Simulation Assessment Validation Environment 

Benefits and Conclusions 
- Integrated Manufacturing Simulation for Affordability 
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The Second Annual International Conference on 

]%f«   Intelligent Processing and Manufacturing of Materials 

= Virtual Manufacturing Vision ===== 

Tooling 

MatoiMB Chai rarterfratinn 

The Second Annual International Conference on 

,^\   Intelligent Processing and Manufacturing of Materials 

~ VM - First Time, On Time = 
"Make it" in a Computer "Make it" Physically 

Opportunities 

Herat«' 
to  , __ 

MaturMy Virtual Manufacturing 

infsarcatfhn^ 
-orange 

Conir&t 

Resources 

...Modify 
& 

Control 

*""      Manufacturing 

Products 

Virtual _ 

■ Product/Process Improvement 
in a Virtual Environment 

' Historical Unit Cost Curve 

. VM Influenced 
Unit Cost Curve 

- Savings 

Physical 
Factory 

REDUCE T1 COSTS BY "LEARNING IN THE COMPUTER"     | 
^IV.fc»o/lferr,ljfaefatftfi™n- .ffWIW 
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The Second Annual Internationa] Conference on 

Intelligent Processing and Manufacturing of Materials 

= Manufacturing Modeling & Simulation Challenges = 
• Information Representation 

- "Continuum Modeling" - micro to macro level 

- Legacy Models 

• Model/Data Integration 

- Multiple view Product Data 

- Smart Product Models 

• Business Practices & Operations 

- Implementing M&S Technologies into the Product Realization Process 
• Business Case 
• Benefits/Metrics 

- M&S used for Real Time Enterprise Control 

- Links to Simulation Based Acquisition Community 

• AFRL/MLMS Research Projects addressing these Challenges 

- Collaborative Engineering Environment - CEE 

- Simulation Assessment Validation Environment - SAVE 

- Integrated Manufacturing Simulation for Affordability - IMSA 

The Second Annual International Conference on 

Wj§   Intelligent Processing and Manufacturing of Materials 

Collaborative Engineering 
Environment 

CEE 
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Intelligent Processing and Manufacturing of Materials 

= Integrated Disk Design and Manufacturing 
Design Manufacturing 

• Residual Stress T 
• Distortions Process 

Parameters 

Objectives 

1) Mechanical Desgn 

• Meet Mission Requirements 

• Minimize Weight 

• Minimize Cost 

2) Forging 

• Near Net Shape 

• Minimize Forging Operations 

• Formabilitv 

3) Heat Treatment 

• Requisite Material Properties 

• Minimize Residual Stress 

• No Cracking 

4) Machining 

• Minimize Distortion 

• Minimize Number of 

Operations 

5) Life Prediction 

* Requisite Life 

Objective: Demonstrate Geometry and Finite Element Based MDO 

for Complex Product and Process Development 

The Second Annual International Conference on 

MiTs   Intelligent Processing and Manufacturing of Materials 

= Integrated Disk Design and Manufacturing 
Heat Treatment Optimization 

•i>;- 

Residual Stresses Introduced 
during Heat Treatment lead to 
distortions of the Finished Part 

Minimize Non-uniform Cooling for 
Reduced Residual Stresses 
Cooling Rate Constraints for Creep 
Performance 
Surface Heat Transfer Coefficients hi 

COE Finite Element Analyss 
(DEFORM) 
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= Integrated Disk Design and Manufacturin 
Optimization Results for Generic HPT Disk 

,,    h3 h4 

Design Variables 

1 
1 

■00! 

-0.0« 

-COS 

■0.0B 
l-B—RateCons' 

—•—1-NF 

5 6 7        S G        10       11       12       13  ' 

Constraint History 

1.2 

I? 0.B 

u 06 

0.2 

0 

3 3          3         «          5         8         7         8         6         10       11        12        1 

Itirttlon 

Objective Function History 

Design Variable History    [HT'BTU /(i»2 • T)] 

The Second Annual International Conference on 

<*mm' 
Intelligent Processing and Manufacturing of Materials 

= Integrated Disk Design and Manufacturing 
Cooling Rate and Stress Results 

Initial Cooling Rates Initial Hoop Stress Distribution 

BflfH 
HK^J^SSSWEgte-l 

HIIH 
Final Hoop Stress Distribution 

■ Cooling Rate Distribution more Uniform 
■ Cooling Rate Target Met 

Maximum Stresses Reduced by about 80 % 
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= Integrated Disk Design and Manufacturing 
Disk Near-Net-Shape F orging Optimization 

Representative Shapes 

Objective 
Determine minimum weight for the 
near-net-shape forging of turbine disk 

Constraints 
• max press load - allowable value 
• max strain rate - allowable value 
• miri corner and fillet radius 

._  * sonic shape constraint  

7     t 
Sonic Current Most Aggressive 
Shape      Pancake Shape      Near-Net-Shape 

Design Parameters 

-R4 *-R5 

The Second Annual International Conference on 

Intelligent Processing and Manufacturing of Materials 

Integrated Disk Design and Manufacturing = 
The Approach To Forging Optimization 

COE (iSIGHT) 
■——Bill,'HI'M   " —■— 

Select design variables 
Display geometry 
Update models 
Compute volumes 

VExport geometry 

.   • "   tt 

• Generate mesh 
• Generate BC 
• Start DEFORM run 
• Monitor DEFORM run 

VPostprocess results 
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= Integrated Disk Design and Manufacturing 
Optimization Results for Single-Step Isothermal Forging 

Disk Design Parameters 

/ /   R1 

initial design   optimal design 

R3 

forging load reduced by 19% 

number of simulations 

■1 
uz r-**- i -1«- , ,. V ,■' ' * M I 

i     *■ 
■I 

\i    *      \i 

i***;r' 

if. \~\ 

\ I      v 

number of simulations 

p-~t 

^ /    disk volume increased by 13%" 

number of simulations 

The Second Annual Internationa] Conference on 

Intelligent Processing and Manufacturing of Materials 

s COE Toolkits:. Optimization 
Multidisciplinary Design Optimization Methods 

GLOBAL SENSITIVITY EQUATIONS CONCURRENT SUBSPACE OPTIMIZATION 

■ Explicit Derivative Evaluation 
Explicit 

COLLABORATIVE OPTIMIZATION 

DVSJ     O 

(>^0—o 
0 

Non-Hierarchical Decomposition 
Explicit Co-ordination 
Mixed GSE Solution 

■ Quadratic Error Minimization 
■ Implicit Co-ordination 
■ Direct Interaction 

CONTROL | *-\ OPTIMUM] 

Discipline -1 |    j Discipline - 2      j Discipline - 3[ 
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= fcOE Toolkits: Product Modeling 
Integration of Product Modeling Toolkit with Commercial CAD 

Problem Specification 

Design Variable Definition 
Parameter Mapping 
Product Hierarchy Retrieval 

Runtime Function Calls 

- Model Update 
- Geometry Manipulation 
- Data Query 

;■-■' Mass Computation 

CÖE Process 

<#-rz> 

^^^~^§3-S«aS 

JB, 
TJbraryofCAD 

Functions 

CAD Process 

M|^P« The Second Annual International Conference on 

j^f";   Intelligent Processing and Manufacturing of Materials 

- COE Toolkits: Product Modeling 
PMGUI 

I Create!      I Delete I     1 Edit I     I Display] 

engine 

fan      | |compressor| |   turbine   | |   nozzle 

design mfg 
parents: <compressor> 
children: <null> 
siblings: <blade> 
userDefinedAttributes: 
CADModels; — 
DiscreteModels' 
EmpOrSimpModels: 
SimNetworks:<S!XS2><53> 
TaskModels: Wri><T2>^r3xT<> 

Calcl ~~~: 
Calc2*     i :■;■•■■■ 

Disk Forging Parametric Model 
.p6 I 

p2 
P1 

p7 

«   p8   >l 
P3 y 11 p41 

p10 P9 r"! 
pS 
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Simulation Assessment 
Validation Environment 

SAVE 

*« 

The Second Annual International Conference on 

»HS   Intelligent Processing and Manufacturing of Materials 
8 Problem Statement 

Accurate & Timely Knowledge Of Manufacturing Impacts 
Critical For: 

* process selection and planning 
* tooling/fixturing design & verification 
* assembly planning & control 
* cost of performance analysis 

There is currently no toolset available that*: 
* bridges the gap between different manufacturing modeling &simulation 

tools 
* provides comprehensive visibility into manufacturing for design 

supporting design decision impact analysis 
* allows accurate representation of individual processes and their 

interaction to support realistic and timely trade-off analysis 

Reducing Costs for JSF Requires Tools that Accurately 
Represent and Use Manufacturing Information During Design 

* From User & Technical Workshops (over 140 participants) 
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a SAVE Program Objective   = 
Demonstrate, validate and implement integrated modeling and 

simulation tools and methods to assess the impacts on manufacturing of 
product/process decisions supporting low risk, affordable transition of weapon 

systems technology from design to EMD 
Assembly 

fe—!J,I,JW~ 

Schedule Factory Risk .: |: Tolerance 

• Assess Mfg Impact of Product/Process Design Decisions 
• Supports Assessment of Cost as an Independent Variable 

• Validates Product & Process Prior To Design Release 
• Reduces Risk In Transition To Production 
• Estimated 2-3% Life Cycle Cost Reduction ($3B on JSF) 
 .,,;,-    ■ ■■     T     -'    ■ jK^nu^iiKYxs..^—IWJICT: 

The Second Annual International Conference on wtm/*$w ine jecona sinnuui inter nutlurtui \^unjvrt;itvt; un 

'MTJ'   Intelligent Processing and Manufacturing of Materials 
s SAVE Focus Areas 
Implementation/Commercialization . 
- WSC Beta Testing *-■" ■* ■* 
- SAVE availability to other JSF contractors 
- Commercial end product embraced by    |§ 

participating SAVE tool vendors 

Development 
- Plug and play via tool wrapping 
- Open architecture implementation 
- Integration of commercial M&S tools 

"**     Demonstration 
 Identification/Assessment' of appropriate metrics 

- Early introduction of meaningful manufacturing information 
 Application of VM technologies into product development process 
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" SAVE Phase I Demonstration =^=^= 
INITIAL DEMO 

Dec 96 

Upgrade / Mod 

Scenario 

INTERIM DEMO 
Julv98 

J*f 

Design / Mfg 

Trad? Study Scenario 

FINAL DEMO 
June »9 

Optimization 
Scenario  

II 
Video)& 
Industry i 

Review \ 

Initial Demonstration 
F-16 Horizonta! Stabilizer 

Optimize Implementation of F-16 
Horizonta! Stabilizer Modification 

• Recommendation: Net Trim Skin on all 
Five Sides and Eliminate FOUR Assembly/ 
Disassembly Steps per Skin, 

Est Savings: $114K 

The Second Annual International Conference on 

Intelligent Processing and Manufacturing of Materials 

SAVE Phase II Development Objective 

Refine the SAVE Development Environment using a Common 
()b|ccl Request Mrokcr Architecture (C'ORHA) Hased Approach to 

Simplify Tool Integration and Reduce Implementation Risks. 

imm "TSrw 
hi .... iiJL,n »„- i      I A  II jzs. II J=i. II«aII .,- II -y- Has: II«hs. I 

T^Hr 

i 
13 

Phase I Approach 
• SAVE Proof-of-Concept 
• Data Integration via Common Database 
• Required User Maintenance of SAVE 

Specific Data Base 

Phase II Approach 
• Leverages Latest Commercial 00 Technologies 
• Simplifies Plug-n-Play 
• Promotes Access to Existing User Legacy Databases 
• Reduces Data Ownership & Maintenance Costs 



-+175- 

The Second Annual International Conference on 

Intelligent Processing and Manufacturing of Materials 

= SAVE Data Model ============ 

Manufacturing 
Program 

:Bill of Materials 

BsS'fln.SiudE 
Alternative 

:Cost 
:R>sk 

:Schedule 
iStmulation Mode^ 

Information Request 

Process Plan 
:Btll of Materials 

:Cost 
:Risk 

[Schedule 

Part 
:CAD Model*. 

:Cost 

Operation / Job Step 

prn en sional 
Vanation 

[histogram 

Use Numerous Sources of Information 
~     SAVE Tooi ferpar/Outlsa Specification Release 1.8 

- SAVE Tooi Vendors 
- SAVETooitisera 

Lockheed Martin Manufacturing Engineers 

Derive from Top Down Bottoms Up and View 

Capture Shared Data for Classes of 
Simulations in SAVE Environment 
Capture Data Necessary to Assess the 
Outcome of a Design Trade Study 
Review Model with Team and Outside 

associated Interface / Cbss 
structures 

 r- Inheritance 

 • Aggregator 

The Second A nnual International Conference on 

Intelligent Processing and Manufacturing of Materials 

SAVE Phase II Interim Demonstration == 
Goals 

- Show toolset/database integration 
■ Demonstrate F-22 ITT Usage 

- Show saving from using took 

Interim Demonstration 

Success Criteria 
Plug and Play Capability 
Multiple Data Source Access 

- # of IPTS Using SAVE/Total # of IPTs 

-SofTools Used 
lllfeL - # of Decisions Affected 

' • '* Design to Cost Data Accuracy 
. i Mfg Lead Time Reduction 

'   - Design Change Reduction 
i- Scrap, Rework & Repair Reduction 

• Inventory Turn Increase 
'■.- Fab & Assembly Inspeclion Reduction 

Perform Design 
Manufacturing Trade 

Studies 

F-22 Gun Port Assembly 
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"" SAVE Phase II Demo Problem Description 

F-22 Gun Port Redesign Activity 
- Blast from gun is eroding forward skin and surrounding 

structure 

- Team identified three options 
• Metallic Skin 

• Split Skin (Composite and Metallic) 
• Replaceable Insert and Cover 

- Insert and cover option selected for performance reasons 
- SAVE evaluated candidate using the virtual manufacturing 

environment 

The Second Annual International Conference on 

Äf".   Intelligent Processing and Manufacturing of Materials 

" SAVE Phase II Demo Trade Study Results 

Bottleneck identified in factory 
- Overtime or additional shifts 
- Additional mate tools 

Original process plan not practical 
- Ergonomie issues 
- Assembly sequence 

Revised process plan 
- Additional mate tools 
- Modified assembly sequence 

Titanium vs. Stainless 
- Cost and risk equivalent for both 
- Make selection based on 

performance criteria 
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= SAVE JSF LCC Benefits 

SAVE IMPACT UNIT COST 

PRODUCT/PROCESS METRIC 
TO METRIC (%) SAVINGS ($K) 

F-22 JSF F-22 JSF 

Design to Cost Data Accuracy 25 12 109 237 
Lead Time Reduction N/A 10 N/A 155 
Design Change Reduction 15 28 326 325 
Scrap Rework & Repair Reduction 15 11 80 200 
Process Capability 10 5 97 107 
Inventory Turn Increase 5 2 25 23 
Fab & Assy Inspection Reduction 13 6 79 85 

TOTAL 716 1,100 

Based on Full Implementation of SAVE 
Throughout Weapon System 

The Second Annual International Conference on 

w Intelligent Processing and Manufacturing of Materials 

Integrated Manufacturing Simulation for Affordability 
Acquisition/Support 1 

OBJECTIVE 
Increase Producibility/Affordability considerations early in development 
Improve upstream prod/proc decisions to reduce mfg risk, cost & time 

APPROACH 
Focus on Design/Manufacturing Links earlier in the product life cycle 
Tool Development & Product Data Model Representation 
Validation Through Multiple Demonstrations 
Extensive Commercialization & Tech Trans Program 

DELIVERABLES 
Concept Development Software Tools and Product Models 
W/S Focused Demonstrations & Videos 
Commercial Level Software & Implementation Plans 
Benchmarks for the Standards community  

Contracting Strategy - BAA 
Business Strategy - Major initiative with multiple tasks 
including: development, demonstration 
implementation and marketing. 
Start Date: FY 00 
Project Engineer: James Poindexter 

FY 00 01 02 03 04 Tot 

Gospel 0.5 0.5 4.0 3.0 3.0 11.0 

Requested 0.5 2.0 4.0 3.0 1.5 11.0 

Cost Share 0.5 1.0 3.0 2.0 1.0 7.5 

> Customers - AF W/S systems integrators, their 
electrical and mechanical subsystem suppliers & their 
s/w tool vendors 

' Benefits - 
• 60% cost & time reduction in physical prototypes 
• 90% reduction in errors during dev. & production 
• 50% reduction in support costs 

■Implementation - 
• Major contractor/supplier demonstrations 
• Commercializable Vendor Products/Services 

■ Related Efforts - SAVE, CEENSS, DARPA 
initiatives, (See Roadmap) 
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s IMSA Approach & Scope ====^===== 

I MSA SCOPE 
um,-. '■..'-■lYti'jt • 

System Requirement* Models 
(Design Sheet. CEtNSS i 

■\ 

System Producibiliiy Models 
(SMI.fOL tai'inilSntcin) 

Electrical 

Components 
ill IIS III ft: 

Electrical -Mech 
Components 

■ 
1 Mechanical 

1 Components 

: Behavior  \ MareriaJsDBs ! Manufacturing 
Physics 

Cost Minding j 
Manufacturing 

i Ptoducibilirv j 
j Assembly j 
i   Analysis j 

IMSA Kanguage(s). Modcl(sj and Architecture 

The Second Annual International Conference on 

fW   Intelligent Processing and Manufacturing of Materials 

s IMSA Benefits 

Multi-Disciplinary approach to designing/manufacturing 
and fielding a system which meets the requirements at 
desired LCC 

Increase accuracy and number of manufacturing trades on 
weapon system or components - - 10X, 5 years to 6 
months 

Capability to look at critical key characteristics of system 
and assess manufacturability, cost, risk and schedule 

Depth and Fidelity of data to enhance look forward 
analysis of trade decision implications over the life of the 
system - - Reduce costly errors - 100X cost avoidance 
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@T Johnson Space Center 
Intdligen! Systems Branch, Engineering^; 

Automation, Robotics and Simulation 

Hybrid Modeling for Testing Intelligent 
Software for Lunar-Mars Closed Life Support 

Jane T. Malin 

NASA Johnson Space Center 

(ffiffir: 
Johnson Space Center 

Overview 

• Hybrid models for evaluation of intelligent control systems for 
processing plants 

• Four types of models 

• Integrating model types in CONFIG modeling and simulation 
tool 

• Test of intelligent software for control of product gas transfer 
in Lunar-Mars Life Support Test 

2d Intl Conf. Intelligent Processing and Manufacturing ofMalcrinlt 

■fffiSr 
Jo» «on Space Center 

it S; stems Branch, Engineerindpirec 

Discrete and continuous control in intelligent 
management of processing plants 

Manage a system where processors convert resources to 
products 
- Store and transport resources and products 

• With plans and schedules 
- Configure the system and its component modes to transfer, process 

and store the resources and products 
• With sequences and procedures 

- Control processors that produce products from resources 
* With discrete or continuous control 

- Manage instrumentation and control subsystems 
* Configure and calibrate with manual or discrete control 

2d Intl. Conf. lnleIli,Knl Process d Manufacturing of Materials, July 1999 

Johnson Space Center 
lligent Systems Branch, EnBtneer.njpi.ei 
smomalion. Robotics and Simulaiinn Div 

Example: Product Gas Transfer in Phase III 
Lunar Mars Life Support Test 

90-day closed life support test at NASA Johnson Space 
Center in fall of 1997 

Four crew members in 20 foot diameter chamber, staged 
wheat crops in plant growth chamber 

Air and water recycling, using physico-chemical and 
biological processors 

Intelligent autonomy software for control of storage and 
transfer of oxygen and carbon dioxide 

2d Intl. Conf. Intelligent Processing at 

ySJ}'" 
Johnson Space Center 

1^ Intelligent1 Systems Branch, EngineeriniDirccI 
imalion. Robotics and Simulation l>ivi> 

Product Gas Transfer in the Phase III Test 

i  Variable Pressure Growth Chamber 

ZO Foot Chamber 

2d Intl. Conf. Intelligent Processing ud Manufacturing of Materials, July 1 999 

@f_ Jota ■■<>■ Space Center 
it Systems Branch, EngineeririiPirectorat 
ation. Robotics and Simulation Division 

Gas Transfers in Lunar Mars Life Support Test 

Complex Automated Control Problem 

• Control product gas transfer throughout a 90-day manned 
test with 4 crew in the 20-foot chamber and staged wheat 
crops in the plant chamber 

• Accumulate product gases (oxygen and carbon dioxide) 
and transfer them among the 20-foot crew habitat, plant 
chamber, and incinerator in a closed recycling system 

• Adaptively reconfigure and transfer gas among multiple 
reservoirs in response to predicted needs, observed usage 
and problems with elements of the system 

2d Inll. Conf. Intelligent Processing and Manufacturing ofMatcrials. July 1999 * 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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3T (3-Tier) Intelligent Control Architecture 
3T automates control of gas 
accumulation and transfer using: 

■Planner (AP, Mitre) 

Determines strategy and tasks 
required to meet control objectives 
and monitors execution of tasks 

"Sequencer (RAPS, Neodcsic) 

Discrete reactive selection and 
sequencing of situated skills to 
accomplish tasks 

•Skill Manager 

Low level continuous or discrete 
control Skills" to achieve or 
maintain desired states 

tl. Conf. Intelligent Processing and Manufacturing of Materials. July 1999 

@t 
Interchamber Monitoring and Control (IMC) 

• Manage CQ transfer from 20-foot chamber or facility 
supply to VPGC; maintain CQ levels for VPGC activities 
- Continuous flow of CQ as primary; pulse injection as backup 

- Inhibit transfer of CQ when humans are in VPGC and during dark 
periods 

• Manage 0, transfer from VPGC to 20-foot and maintain 
O, levels in VPGC and pressures in 0 storage tanks 

• Manage O, and CO, in tanks, airlock and VPGC for 
incineration, to store Q supply and use CQ product 

• Turn over control to local controller if COor 0, alarm 
levels are reached in VPGC 

2d Inll. Conf, Intelligent Processing and Manufacturing nf Materials, July 199<> g 

Jofauoa Space Center 
it Systems Branch. Engineering"] 
alion. Robotics and Simulation 

Four Model Types for Control and Analysis 

■ Models are used for engineering analysis and operations 
- Engineering analysis: Design, plan, evaluate 

- Operations: Monitor, assess, control, correct problems 

■ Model types serve differing analysis and operations needs 
- Discrete control and steady-rate resource planning 

- Continuous control and transient-rate resource planning 

- Management of configurations for operational states 

- Management of instrumentation and control 

2d Intl. Conf. Intelligent Processing md Manufacturing afMaleriah, July 1999 

m 
^g              Johnson Space Center 
71 Inlclligenl Systems Branch. Engineer!nspircc.oralr 
D     Automation. Robotics and Simulation Division ^m 
Example: Produc tGa s Transfer in Phase III Test 

COj TANK     | 
FacililJ Backup 

[] COjTANK     | *       COi 
" WHEAI «-AWT TBAVS CO,                  T„„ Backup   * 

CO, ^                         |l-Ul 

j odsvwa ] 
1NC1NÜRATOR 

, 

4 CREW VENT  Facilit)Backup ■ 

 D    O.TANK • o, 
CREW CHAMBER 

[|    O.TANK 
Facility Back 

_J  Processors: Wheat plants, crew, CRS/OGS, incinerator {every 4th day) 
P    Configuration: Flow paths/valves, pumps/fans/injectors, chambers/ianks, processors 

Instrumentation/Control: Gas concentration control, processor control, 
flow/pressure control, valve control 

2d Intl. Conf. Intelligent Processing and Manufacturing of Materials, July 1999                                                                       ]<j 

ya5Kta Johaion Space Center 
Inlclligenl Systems Branch, Enginetrinpireclorale 

in^oboticsan^imulatjor^iMSioi^^ 

1. System-Level Resources and Products 
Management of resources and products 
- A system-level balance problem 

- Sufficient CQ for plants, Q for crew and incineration, when needed 

- Configure, size and schedule processors and storage devices 

Planning/scheduling for phased and moded operations 

- Schedules for storage and transfer, with discrete events and intervals 

Problem assessment and management 

- Compare capacities and demands to actuals, for imbalances and 
conflicts 

- Adjust inputs, processing rates, schedules and storage operations 

Typical Models 

- System of simplified processing-rate models, for analysis of resources 
and balances in scenarios 

Intl. Conf. Intelligent Processing and Manufacturing of Materials. July 1999 j j 

Ci-S'" Johnson Space Center 
Intelligent Systems Branch, Engineer]njpire 

. Robotics and Simulation Pi* 

System-Level Configurations & Component Mode 
Management of configurations and operating modes 
- A system-level configuration problem 

- Coordinated setting of operating modes of several components, 
especially for human in plant chamber and incineration 

Sequences and procedures for reconfiguration and redundancy 
management 

- Reconfiguration to move from one operational state to another 

- Redundancy management to recover from component problems 

Problem assessment and management 

- Compare expected and actual states/modes, configurations, flows, leaks 

- Reconfigure around problem or restore or retry mode transitions 

Typical Models 

- System of connected state transition models for analysis or control 
Intl. Conf. Intelligent Processing and Manufacturing of Materials, July 1999 ]2 
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3. Processes and Processor Performance 

• Management of processor performance 
- Adjust processor parameters to achieve desired performance 

- Wheat plant performance was affected by several variables 

• Continuous and discrete control of processors 
- Continuous control in nominal operations and for degradations 

- Discrete control for safety and problem management 

• Problem assessment and management 
- Continuous state estimation, comparison to setpoints, assess 

operating conditions 

- Adjust parameters or operating conditions, reconfigure 

• Typical Models 
- Differential equation or algebraic models, analytic or empirical 

d Intl. Conf. Intelligent Processing and Manufacturing ofMalerials, July 1999 

Johnson Space Center 

4. Subsystems for Instrumentation and Control 
Management of instrumentation and control subsystems 
- Instrumentation and control subsystems are systems themselves 

- Multiple controllers throughout the product gas transfer system 

Schedules, sequences and procedures and parameters for 

control regimes 

- Activate, deactivate and switch control regimes 

- Adjust setpoints and estimators, calibrate 

Problem assessment and management 

- Assess drifts, mode problems, bad inputs, operating conditions 

- Correct inputs or operating conditions, retry, reconfigure, adjust 
models, estimators 

Typical Models 

- State transition models for modes of control or control regimes 
2d lot!. Conf Intelligent Proi rlanufacturing of Materials. July 199° 

Summary of model types for system management 

Management of resources and products 
- System of simplified processing-rate models 

Management of configurations and operating modes 

- System of connected state transition models 

Management of processor performance 

- Differential equation or algebraic models, analytic or empirical 

Management of instrumentation and control subsystems 

- State transition models for modes of control or control regimes 

tt. Conf. Inielligent Processing and Manufacturing of Malt 

BSSTA 

Integrating model types in CONFIG 

Modeling Product Gas Transfer for the Phase III Lunar Mars 
Life Support Test 
- Model was developed to perform simulation-based testing and 

validation of the autonomy software 

- System with all four types of elements required all four model types 

CONFIG is an object-oriented enhanced discrete event 

simulation system 

- Component models have discrete modes, with continuous dynamic 
performance within modes 

- Activity models have discrete phases for control regimes, with discrete 
or continuous control within phases 

- Components are connected in reconfigurable paths of flow and effort 

d Intl. Conf. Inlelligent Processing and Manufac. tiring of Materials. July 1999 16 

Sfz 
CONFIG Discrete Event Simulation 

Purpose: Fault-injectable simulations for evaluation of 
autonomy software 
- Simulate hardware and biological systems and control for 

interactive dynamic testing and evaluation 

- Provide integrated system-level testing in multiple long-duration 
scenarios, faster than real time 

Purpose: Analyze effects of events on a system 

- Local and remote, behavioral and functional effects 

- Time course of effects 

- How and where effects are detectable 

Both qualitative and quantitative modeling within discrete 

event simulation framework 

Johason Space Ccatcr 
it Systems Branch. Enginecrinjpirecloral 

CONFIG Object-Oriented Models 
• The models should be as simple possible and as 

complicated as necessary for the software testing 

• Models of behavior of both components and operations 
(activities: control, procedures, scenarios) 

• Efficient modeling and simulation of components in 
reconfigurable paths of flow and effort 
- Models «composed during simulation as direction and activation 

of interconnections changes 

• Reuse and refinement of models and model parts 
- Interactive graphical model building 

- Modular object-oriented libraries 

- Reuse of quantitative models developed for performance analysis 

2d Intl. Conf. Inlelligi id Manufacturing ofMalerials. July 1999 
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Johpsoi Spice Center 
Intelligent S) stems Branch, Engineering!« 

malien. Kobotics and Simulation D\\ i 

CONFIG Model of Product Gas Transfer System 
 *    •■■•M 

ll. Conf. Intelligent Processing and Manufacturing of Materials, Jul; 1999 

Product Gas Transfer Device Models 
Gas processors: humans, plants, physico-chemical gas 

processors in crew chamber, incinerator 

- Conversion rates, with rate changes between modes or within 
modes (processing parameters) 

- Math models and model parameters from other modeling groups 

Gas pumps, fans and concentrators 

- All modeled as pumps: on, off, fail blocked 

Chambers and Gas Tanks 

- Masses and concentrations of CQand O; from net mass flow 
rates, pressures in tanks derived from masses 

Regulators of flow and pressure 

- T-pipes, valves, regulating valves: transmit or block flow, 
(maintain flow rate or pressure), fail stuck  

It. Conf. Intelligent Processing and Manufacturing of Materials, July 1999 ; 

€ffi3 
Johnson Space Center 

Intelligent Systems Branch, Enginrerinjp 
Robotics and Simulation I 

Product Gas Transfer Activity Models 
Control of CQ transfer 

- Fixed rate and time injection control 

- PID continuous flow control with full-throttle phase 

- Ventilation fan control to constant CQmass flow rate 

O, Concentrator control and Q Buffer venting 

- Local bang-bang controller and manual operation of valve 

Activating physico-chemical gas processor sources in crew 

chamber 

- Simple bang-bang control to maintain nominal values 

Fixed schedules for planting and harvest and light 

intensity, crew activities and incineration 

(I. Conf. Intelligent Processing tod Manufacturing of Miterials, July 1999 21 

Johnson Space Ceatcr 
it Systems Branch, Engineer! njlire 
ation, Robotics and Simulation DU 

Model Types in CONFIG Phase III Model 
Management of resources and products 

- Simplified processing-rate models 
• Humans, CRS/OGS, incinerator 
• Conversion rates changed between or within modes 

Management of configurations and operating modes 

- Model is system of connected state transition models of components, 
with flow path reconfiguration on the fly during simulation 

Management of processor performance 

- Empirical algebraic models for wheat plant conversion rates and 
growth rales, depending on several variables 

Management of instrumentation and control subsystems 

- Activity models for schedules and changeable control regimes 

nil, Conf. Intelligent Processing and Manufacturing of Materials, July 1999 22 

ffiHj" JokMOk Spa« Cmer 
Intclligeot Systems Branch, Engineering! 

jnjloboticsmi^imulatjonl 

Test of intelligent product gas transfer software 

Interactive simulation-based testing of RAP sequencer tier 

- Next integrated testing step after unit testing with "Virtual" Skills, 
with control simulated 

- Multiple system-level "batch" scenarios to evaluate RAPs against 
requirements in long-duration scenarios, at 20:1 speed-up 

• Verify software activities during nominal operations to control gas 
levels in VPGC and Crew Chamber 

• Validate software in system context 

- Fault injections: hardware problems and imbalances to test 
requirements 

• Verify software responses to introduced faults 
• Validate software responses in complex interacting system 

2d Intl. Conf. Intelligent Processing and Manufacturing of Materials, July 1999 23 

Testing 
• Objectives 

- Evaluate product gas transfer sequencer performance against the 
software requirements 

- Evaluate the software requirements 

- Evaluate the approach to modeling and simulation-based testing 

• Process 

- Unit and integration testing of the model and CONFIG-RAP 
interface 

- Interactive testing of product gas transfer software with simulated 
nominal Phase III schedule scenario 

• Iterative testing and problem resolution when off nominal system 
states were encountered 

- Fault injection cases to produce or reproduce off nominal system 
states for testing software responses 

2d Intl. Conf. Intelligent Processing and Manufacturing of Materials. July 1999 24 
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Test Results 

Product gas transfer RAP sequencer performance was 
evaluated against each software requirement 
- Few errors, quickly fixed 

~ More requirements issues than bugs/errors 

- Issues and errors appeared in system-level interactions 

Model deficiencies were mostly due to changes in 

requirements and design 

- Model was changed incrementally and quickly fixed 

2d Intl. Conf. Intelligent Processing and Manufacturing ofMaleriab. July 1999 

Johnson Space Center 
JI% Intelligent S\ stems Branch, r.nginccrinjC 

maiion, Runotics and Simulation 

System-Level Issues Raised during Testing 
Adjusting transfer rates and setpoints 
- Sequence of control regimes needed to manage Cpafter 

incineration required manual intervention at local controllers 

Reconfiguring transfer hardware and gas supplies 

(redirecting flow) 

- IMC accumulator venting insufficient to manage excess ßn 
interacting tanks, would require manual intervention 

- Problem in handover to backup software: failure to switch to 
facility CQ supply to resolve a CQ accumulator problem 

• Gradually dropping pressure in accumulator compensated at first by 
increased flow in flow-controlled transfer to plant chamber 

• Drop in CO, density in plant chamber to alarm level led to switch to 
backup injection system, but without switching to alternate source 

2d Intl. Conf. Intelligent Proces id Manufacturing oFMateriak July 1999 

Cgiftj"'1 
Joituoa Space Center 

Intelligent Systems Branch, EjiginceriniDireclora. 
. Robotics and Simula!inn Division 

Conclusions and Future Work 
• The hybrid modeling approach and modeling environment 

supported the demands of the validation test 
- The full range of model representations was necessary for the test, 

especially for control and reconfiguration 

• Simulation-based testing found problems with software and 
requirements that would be difficult to detect in more 
conventional testing, especially system-wide interactions 
- New CONFIG extensions support interactive operator-in-the-loop 

evaluations, and testing of all three tiers of 3T architecture 

• Multiple model types will be needed for engineering and 
operating autonomous production plants on Mars 
- More detailed models are being developed for physico-chemical gas 

processing subsystems, for life support and propellant production 

2d loll. Conf. Inleiliecnl Processing and Manufacturing of Materials. July 19« 27 
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Discrete Modeling via Function Approximation Methods - 
Towards Bridging Atomic- and Micro-Scales 

A. G. Jackson and M. D. Benedict 

Materials and Manufacturing Directorate, 
Air Force Research Laboratory, 

Wright-Patterson AFB, OH 

Discrete modeling of processes at the atomic-scale affords practical approaches to complex materials of interest 
commercially and to the United States Air Force. Reductions in computation times can be large, suggesting the 
possibility of real-time modeling of thin film growth and the consequent development of processing routes to 
achieve specific physical and chemical properties. Formulation of the model to be used is critical in achieving 
such computational gains. Frameworks for these models such as Monte Carlo and Molecular Dynamics can be 
used conceptually, but they cannot be applied in practice because of the high number of required computations 
per time step. 

The simplest discrete model involves the Potts Model to simulate energies, then to create a partition function of 
probabilities for various states and configurations, followed by a decision algorithm that determines the state of 
surface atoms. Although the inclusion of defects, dopants, atom complexes, surface reconstruction and crystal 
orientations can be included directly in this modeling approach, the resulting collection of behaviors is very 
entangled with logical and mathematical functions. Hence, the time to exercise the model increases noticeably. 

This problem can be reduced dramatically by employing neuro-computing methods. Because neural nets can be 
trained to represent very complex non-linear relations, substituting neural nets for those methods enables a 
thousand-times speed-up in atomic-scale simulation. These gains in speed result in near-real-time and real-time 
atomic-scale models for large numbers of atoms (>104) on desktop computers enable effective process design 
and development for thin films and other coatings produced by vapor and liquid deposition techniques. In 
addition, it is noted that the scale up to micro-scale is conceptually approachable via modification of the discrete 
space used in the model, opening up a direct connection with existing continuum models. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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DISCRETE MODELING VIA 
FUNCTION APPROXIMATION METHODS - 

TOWARDS 
BRIDGING ATOMIC- AND MICRO-SCALES 

A. G. Jackson* and M. D. Benedict* 
Materials & Manufacturing Directorate, 

Air Force Research Laboratory 
Wright-Patterson AFB, OH, USA 

„.   .; lp.¥M-.99 *   ..  * 
Second In^rnationaJ^Confjeren0 on „ 

Intelligent Processing w^d Manufact0ng of Mat^iaLs 
July 10-15,1999, Honolulu, Hawaii 

/'' "Hybrid Modeling Symposium 

* * ^' "    ncrshtp, 0a\1on, OH ' * V   v '\  v    ,v 

Research Objectives 

• Explore method£or nanoscale materials- 
process design that are extendable to 
larger scales 
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Research Focus 

• Develop        more computationally tractable 
methods for          simulating         thin-film materials 
process design and                 visualizing          resultant crystal 
structures and the                causal processing 
conditions and phenomena therein, 

Investigate          the use of patterns: 
rules/constraints, to                  sjm u la te _th in :f iIm   p h y s io ^ 
ehe m ica l.fo rm a tio n _a n d.fl row th_ via finite state 
machines^           ~ 

• Develop        cellular automata-like methods to 
improve the speed of simulating micron to 
millimeter thick films over topographically 
irregular surfaces for conformal functionality 

Atomic Scale Design 
Materials System: Thin Film 
Optical, Thermal, Electrical, 

Magnetic, Mechanical Properties 

Model: 
Quantitative Behavior 
Qualitative Behavior 

Extract Relationships 
by Discovering Patterns 
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Information Flow for a Process 

Process 
Variables 

• Chemical Vapor Deposition 
LaAlO interface coating on Al203 fibers 

More Affordable Ceramic Composites 
for HighTemp Engine Components, 

e.g., F-16 engine nozzle flaps upgrade 

• Pulsed Laser Deposition 
Superconducting (YBCO) Thin-films 

Process Adaptability for Optimized 
Thick, Thin & Uniform'High   Tc films, 

e.g., Improved missile phased array radar 
in terms of range and resolution 

Pulsed Laser Deposition 
HARD (DLC) Coatings 

Process Adaptability for Hard-Tough' 
Multi-layer coatings, 

e.g., Improved life of Global Positioning Satellites 

•   Molecular Beam Epitaxy 
Semiconducting (lll-V and ll-VI) Thin-films 

Repeatability for Superlattices & Rugates, 
e.g., 2D / 3D opto-electronics 
(C3 modulars, sensors, etc.) 

Atomic Scale 
Thin Film Growth 

Thermal Expansion 
Thermal Vibrations 
Surface Diffusion 

Structure 
Physical Properties 

Growth Mechanisms 
Processing Conditions 
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Cellular Automaton 

* 

Two 
Dimensions 

Three 
Dimensions 

• • 
># • # 
^ ^ 

* 

Layers 

/       ;        ;       ; /      /        /       / 
/      /       /       / 

# # #/' 

# (p # / 

o # #/ 

C4 toward CA-like Representations 

Geometric arrangement of cells 
Uniform rule sets 

across all neighborhoods 

Variations: 
Variable cell geometries 

Evolving rule sets 
Neighborhood rule sets 

VJI^ Wi ▼ITJ'/T / / Tiitt^fli ? £Ä. 91 ill \ i \'-l^Wm tl'-XilA I Li ill fl 
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Physical Model 
T,     <      T2 

/■"*■ Isotropie       /       T   ^ „ 
/          ij > i2 

Thermal Expansion                         ■ 
Thermal Conductivity      h|   k 
Surface Diffusion v                       ^T^ 

Expansion 
Coefficient 

Energy /(Areatime) 

Average 
Distance 
x =v(Dt) 

A 

Adsorption Bonds 

One 

Flat 
Surface 

Two 

Wall, 

Cliff 

Three 

Corner 
(Wall) 

Simplified Interaction Model 
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Ew 
Ec   E Ec 

Ew 

Wall Barrier Ciff Barrier 
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Computational vs CA-NN 

Computational 
Methods 

I 
Constants 

fl,/2,ß,... 
Integrations 

Differentiations 
Equations of Motion 

Problem is 
Computationally 

Demanding 

CA-NN 
Method 

Generate Exemplars 

Train the Net Off-line 

Predict On-line 

Problem is decomposed 
Exemplar Generation 

Training 
Fast Prediction 

Decision Algorithm to Choose State 
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Barrier Probabilities Diagram 

Barrier Probabilities Diagram 
with Wall and Cliff Added 

1 
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Implementing the Model 
mw& -w**wu 

«ft f ysr :  

NiMühlüÜBiyf 
Simulation/ 
Synthesis 

?        Information in 

II«,-.   Recipe 
Generation 

,. 

Data from Lab Exoeriments 
Htr *''• iH 

Data Generators 
rrocess 
Evolution 
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Future Research 

•Qualitative Models 
•Pattern Mining 

•Design Environment 
•Computation Simplification 

•Phvsical Models at Various Time Scales 
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Surface Microstructure Predictions from Atomistic 
Rule Set Cellular Automata 

M.O. Zacate, K.J.W. Atkinson, R.W. Grimes and P.D. Lee 

Imperial College, London University, London, England, UK 

When a specific microstructure is required, if the preparation variables increase beyond a few, it is very difficult 
and expensive to determine the optimum conditions experimentally. Consequently there is considerable interest 
in predicting conditions via computer simulations. Since ultimately, microstructure depends on processes 
occurring at the atomistic level, to be fully transferable, it is desirable that such a model is atomistically-based. 
This should also allow us to include the role of all types of chemical and crystallographic defects explicitly. 

In this study, we begin by calculating the energetics associated with the way in which individual gas atoms 
interact with a specific metal surface. Both perfect and defective metal surfaces are considered. The energetics 
are translated into rule sets which form the basis of the cellular automata. The rule sets involve both temperature 
and gas atom flux as variables. The result is a model which can quickly, explicitly describe the evolution of 104 
surface sites over 10"6 seconds with very modest computing facilities. 

In the simulations, the formation and growth of domains which exhibit critical behavior are observed. That is, 
the rate of growth is not a well-behaved function of temperature or flux but exhibits a region in which the rate of 
growth suddenly falls to zero. Surface defects are also predicted and have a dramatic effect on growth rates. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Presentation Outline 

Part 1. Atomic scale simulation methodology. 

Figure 1.1 The classic length scale view of modelling techniques. 

This is used to show exactly where this presentation sits in terms of the 
modelling hierarchy and what we intend to achieve in general modelling 
terms. 

Figure 1.2 How modelling at the atomic level can be approached. 

Figure 1.3 How to calculate forces/energies. 

Figure 1.4 Relationship of computer simulation to experiment and basic theory. 

Part 2. Surfaces and their structures. 

This part of the presentation outlines the problems faced when attempting to 
model the surfaces real materials. 

Figure 2.1 Atomic structure of a (111) surface of ZnCr2Ü4. 

Shows the significance of surface relaxation, that is, real surfaces do not look 
like a piece of perfect cleaved crystal. Simulation carried out using energy 
minimisation. 

Figure 2.2 Classification of surfaces. 

Note the fact that a type III surface is not stable because it possesses a dipole 
moment perpendicular to the surface. 

Figure 2.3 Stabilisation of a type III surface by the introduction of surface point 
defects. 

Figure 2.4 Configurations of point defects on the (100) surface of UO2. 

There are two ways of arranging the two oxygen ions over four sites. When 
a 2x2 unit cell is considered the number of possibilities increases to 105. 

Figures 2.5 & 2.6 Molecular dynamics simulation of a 3656 atom cluster of CaF2 
at 300K viewed from two angles. 

These show the cluster initially before the MD run and after 110 ps which 
corresponds to over 105 time steps, clearly a significant calculation. Thus 
modelling of large surfaces using this methodology is not feasible - 
however, it is important and useful for verification and for test cases. 
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Figure 2.7  HREM image of commercial CeC>2 powder, the arrows show the 

presence of surface facets. 

The previous overheads described the atomic structure of specific surfaces 
(i.e. the atomic structure of a flat surface).  This figure shows that in addition 
to atomic relaxation and point defects, even on the nano scale, i.e. on a level 
just beyond the atomic level, real surfaces are not perfectly flat but have 
ledges and facets. This should also be taken into account when modelling a 
real material. 

Figure 2.8  What we need to be able to be able to model on the atomic level. 

Finally, to model surface evolution at the microstructural level we must address 
possible the computationally most demanding problem.  We need to model the 
behaviour of surfaces containing many thousands or even hundreds of 
thousands of atoms. 

Part 3. Microstructure predictions from atomistic rule set cellular 
automata - a solution to the length scale problem for complex 
surfaces. 

Most of the results and methodology presented here are available as electronic 
reports on the following web site: 

http://abulafia.mt.ic.ac.uk/USAF 

http://abulafia.mt.ic.ac.uk/USAF2, 

or have been published in the open literature: 

Zacate M. O., Grimes R. W., P. D. Lee, S. R. LeClair & A. G. Jackson "Cellular Automata Model for 
the Evolution of Inert Gas Monolayers on a Calcium (111) Surface" Modelling Simul. Mater. Sei. 
Eng., in press. 

Figure 3.1  Methodology summary. 

Figure 3.2  Definition of the crystallography of the problem. 

Gas atoms may either occupy B or C interstitial sites on the surface. If a B 
site is occupied, the adjacent C sites cannot also be occupied due to steric 
effects. 

Figure 3.3  Formation of a growth fault. 

This shows a 2D equivalent to a stacking fault. The area around the fault 
has a lower density of has atoms. This is due to the crystallography through 
the steric effect. 
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Figure 3.4  Results for the microstructural evolution of a layer of Ar on a 200x200 

atom surface of Ca after 2,000 time steps (i.e. ~10~6 s). Six temperatures are 
shown.   Note the strong, non-linear temperature dependence. 

Figure 3.5  Attachment energies of Ar atoms to the surface adjacent to a growth 
fault. 

Note the lower energy of atoms close to the fault and the rather different 
energies depending on the details of the local geometry i.e. the number of 
nearest neighbour gas atoms which depends on the geometry of the growth 
fault. 

Figure 3.6  Atomic scale explanation for why during the CA simulations we 
observe that small curvature diminish.  That is, these atomic scale 
simulations reproduce the macroscopic effect of line tension. 

Figure 3.7  Argon convergent coverage v's temperature for six different incident 
argon fluxes. 

Note the critical behaviour, particularly for small incident flux values. 

Figure 3.8   Average domain size (in % of surface area) v's temperature for six 
incident argon flux values after 95 time steps. 

Figure 3.9   Average domain size (in % of surface area) v's temperature for six 
incident argon flux values after 995 time steps. 

Note how the average domain size increases as a function of temperature 
along a curve that us independent of flux as long as the temperature is less 
than some critical domain temperature. 

Figure 3.10   Domain growth on a rough surface as a function of time. 

This 100x100 site surface has 4% coverage of additional Ca ions randomly 
distributed in the over layer. This rough surface is then subjected to an 8% 
argon flux at 90 K. Results are shown after various times. Note how in the 
last two, the domain size has not changed despite a time difference of an 
order of magnitude,  the microstructure has been pinned by the roughness. 

Figure 3.11    Domain growth on a rough surface as a function of roughness. 

The microstructure is now shown after 30,000 time steps but with a variety 
of difference roughness factors to show how domain size depends on the 
degree of roughness. Of course we must be aware of what is meant in this 
case by roughness - a random distribution. By July we will have data 
concerning other types of roughness. 
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Surface Microstructure Predictions From Atomistic Rule Set 
Cellular Automata 

M. O. Zacate, K. A. J. Atkinson, R. W. Grimes and P. D. Lee 

Department of Materials, Imperial College, London, UK 

Introductory remarks - motivation. 

It is now computationally possible to bridge the simulation length scale gap from 

atomistic to microstructure. The aim of such an endeavour is clear: to be able to 

predict how processes which occur on the atomic level affect and control 
microstructural evolution. In addition, it will be critical to translate changes to 

variables which effect the atomic processes into changes in process control 
parameters. Some of these, such as temperature are obvious, others will be more 
challenging. As a first step, it is our intention to discover or better understand the 
competing mechanisms which govern the connections between atomic processes and 

microstructural evolution and explore to what extent they are universal or system 

specific. 

To appreciate the issues involved we will begin by considering a familiar example. 
In CVD or PLD, surfaces may grow via a 2D layer-by-layer process, forming a 
smooth morphology, or by a 3D column process forming a rough surface. 2D 
growth results in crystallites bound by well defined specific planes. 3D growth may 
result in almost spherical grains independent of the surface crystallography. The 
underlying mechanisms that are responsible for the change from 2D to 3D growth 

regimes are influenced by substrate and vapour stream temperatures, vapour stream 
and environmental pressures, deposition rate and profile (e.g. pulsed or continuous) 
and the geometry of the deposition chamber and deposition process. These are 

machine variables and form a unique n dimensional set for each different 
combination of film chemistry and substrate. Nevertheless, certain broad 
characteristics of growth are similar from system to system. For example, a smooth 
to rough growth transition may be caused by changes to the machine variables that 

affect the rates of atomic processes such as surface diffusion, absorption and 

desorption rates, although the characteristic energies of these processes depend on 

the chemistry of the specific system and local crystallographic geometry. The 
complexity of an n dimensional set of machine variables can therefore potentially be 
translated into the complexity of atomic processes. The resulting variety of atomic 
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processes must all be modelled because the most common atomic process will 

probably not be the deciding factor i.e. the rate determining step. Furthermore, it is 

not clear that the rate determining step will remain the same over all pressures and 
temperatures. 

In this talk we will present results of very recent studies which have tried to address 

the length scale problem for a specific model system, rare gas atoms on a metal 

surface. In this case we are easily able to define all the possible crystallographic 
environments in terms of a local atomic model, a smooth or locally rough Ca (111) 

surface. We have then investigated the effect of three model "machine variables", 

temperature, incident gas stream flux and the roughness of the substrate. The results 

suggest that the microstructure of the resulting surface will develop in ways that are 

non-linear to the extent that they may be described as critical phenomena. It is 

possible that identifying these critical points, as a function of machine variables will 
become a central theme of process modelling. 
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How To Do It ! 

Static Calculations 

Ions which are moved until they reach zero force; 
minimisation of enthalpy.   Quasi-harmonic 
approximation; average positions, on a time scale which 
is long with respect to an atomic vibration (~10~13 s). 

Molecular Dynamic Calculations 

Ions have discrete velocities and accelerations 
determined by solving Newton's equations of motion. 
Positions are updated iteratively.  Atomic vibrations and 
kinetics modelled explicitly; leads to well defined 
thermodynamic parameters. 

Monte Carlo 

Changes to the state of the system are considered on a 
random basis but excepted subject to energy criteria. This 
yields information concerning atomic distributions at 
different temperatures without modelling kinetics 
explicitly. 

Free Energy minimisation 

Similar to static calculations except that the vibrational 
entropy is also included by summing over the 
vibrational density of states. 
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How to  calculate  forces/energies 

Quantum Mechanically 

Hartree-Fock 

Density functional 

Semi-empirical 

Effective potential functions 

A variety of functional forms. 

These are computationally 

cheap but are usually specific to a system or 

a series of related systems. 

The choice depends on the number of atoms it is necessary to 
model and the available computational resource. 
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r -\ 

Experiment 

V. 
A 

Predicting structures and 
energetics of processes 

Provides data for parameter 
fitting and testing of results 

t 
r 

Computer 
Simulation 

Provides basic equations 
and interpretation of results 

Testing model equations 
for large ensembles 

Theory 

Relationship of computer simulation to experiment and basic theory. 
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Classification of surfaces 
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A 3656 atom cluster of CaF2 equilibrated at 300K 

t = 0 t=110ps 
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A 3656 atom cluster of CaF2 equilibrated at 300K 

t=0 t=110ps 
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Surfaces of CeÖ2 
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Providing energetics for deposition processes. 

Cluster formation in the phase above the surface. 

Results in an equilibrium distribution 

Momentum profile for attachment of molecules to a surface 

Depends on the morphology of the surface 
Molecules will be different to clusters 

Activation energy for molecule migration along a surface 

Identification of the rate determining step 

Diffusion constant for molecular and cluster surface migration 

Depends on the morphology of the surface 

Cluster formation/destruction on a planar surface. 

Formation of islands, broken-up by impact events 

Attachment of mobile molecules to kinks and ledges 

Surface growth mechanisms via kinks 
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gas atom 
at a "B" site 

Ca atom 
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Fuzzy Molecular Modeling 

David A. Ress 

North Carolina State, North Carolina, USA 

The past century has seen a tremendous growth in the knowledge and understanding of chemistry and chemical 
compounds. This knowledge has enabled researchers to develop new advanced materials such as polymers and 
composites which have superior characteristics than naturally-occurring materials. Yet, even with the most 
advanced equipment, we still cannot accurately model chemical properties such as lattice parameters and bond 
angles in simple tetragonal structures such as the Chalcopyrite family of compounds. The literature is full of 
researchers reporting lattice parameters and bond angles for chemicals which are, in fact, imprecise. The 
imprecision iresults from the analytical techniques and imprecision in the samples and measurement process. 
The research in this paper presents a new method for representing lattice parameters and bond angles - through 
the use of fuzzy logic. Since fuzzy logic by definition is imprecise, it is a natural means to represent the 
imprecision of lattice parameters and bond angles. The fuzzy lattice parameters are created by collecting 
parameter values from literature. From the minimum, maximum and average of these parameter values, a fuzzy 
number is created which represents the imprecision in that parameter. Then, through the use of fuzzy arithmetic 
operators and recently-developed fuzzy trigonometric functions, atom locations within the unit cell and bond 
angles can be calculated. Using fuzzy logic in this manner benefits us by allowing the direct representation and 
calculation of the imprecision found in chemical compounds which arises from measurement error, structural 
defects, and thermal and vibrational characteristics. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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FMM: Fuzzy Molecular 
Modeling 

David Ress 
Air Force Research Laboratory 
Material Process Design Branch 

Wright-Patterson Air Force Base, OH 

Why FMM? 

Difficulties in Molecular Modeling: 
- Measurement Error 
- Structural Defects 
- Thermal Variations 
- Vibrational Effects 

These lead to difficulty in repeatability in 
measurement, so what is correct? 



1227 

Fuzzy Set Theory 

• Everything Is true to a degree. 
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Arithmetics of TFNs 

• Just like crisp numbers, TFNs have a 
rich set of arithmetic operators. 
-Example: <2,3,5>+<i,2,3>=<3,5,8) 

• Additionally, recent research has 
developed fuzzy trigonometric functions 
to support TFNs in design and 
manufacturing activities. 

FMM: Approach 

Collect data to form TFN lattice 
parameters. 

Create a fuzzy"unit cell 

Calculate fuzzy bond lengths and fuzzy 
bond angles 
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FMM: Collect Data 

x - (min, avg, max) 

1.0 

a 

Data: 
From Literature 
From Experiments 

min    avg max 

This step provides the fuzzy lattice parameters. 

FMM: The Fuzzy Unit Cell 

Apply the fuzzy lattice parameters to the 
Wyckoff coordinates. 
This produces fuzzy atom locations, i.e., 

Fuzzy Lattice Parameters (A) 

5 =(5.773,5.781,5.785) 

b = (5.773,5.781,5.785)       Jfc 

c ={11.550,11.602,11.642) 

Wyckoff 
Coordinates 

1/2 
1/2 
1/2 

Fuzzy Atom Locations (A) 

5 =(2.887,2.891,2.893) 

b = (2.887,2.891,2.893) 
c =(5.775, 5.801,5.821) 
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FMM: Fuzzy Bond Angles and 
Fuzzy Bond Lengths 

• With the fuzzy atom locations known, it 
is possible to construct fuzzy lines 
(fuzzy bond lengths). 

• With fuzzy lines known, calculate the 
fuzzy bond angles, i.e., 

Q-facos 
(pistcx-Ä(>) +(Pistci-Bi) - fa^e-ai) 

2*Distcl_A6 *Distcl_Bl 

Idiosyncrasy #1: Fuzzy Lines 

Given a TFN, that corresponds to a line, 
what are its endpoints? 

Point A 

A_ 
Point A 

A_ 
Point A 

-A 
Point B 

_J\ 
Point B 

_A 
Point B 
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Idiosyncrasy #2: Fuzzy 
Vertices 

When two or more fuzzy lines intersect, 
what is the shape of the resulting fuzzy 
vertice? 

Example: CulnSe2 

ABC2 compound 
-13 A Atoms 
-10 B Atoms 
-   8 C Atoms 

QuickTime™ and a 
Animation decompressor 

are needed 10 see this picture. 

QuickTime™ and a 
Animation decompressor 

are needed to see this picture. 
We isolate a single Se 
atom for our analysis. 
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CulnSe2: Fuzzy Bond Lengths 

Bond Fuzzy (Ä) Knight, 1992 (Ä) H 

Se-Cu {2.390,2.442,2.527} 2.4337 0.836 

Se-Cu {2.394,2.442,2.518} 2.4337 0.821 

Se-In {2.488,2.574,2.632} 2.5893 0.730 

Se-In {2.494, 2.574,2.624} 2.5893 0.689 

CulnSe2: Fuzzy Bond Angles 

Angle Fuzzy (°) Knight (°) H 

Cu-Se-Cu {109.481,113.932,115.947} 114.870 0.534 

Cu-Se-In {106.234,109.144,111.512} 108.902 0.917 

Cu-Se-In {105.924,109.426,112.538} 109.462 0.988 

Cu-Se-In {105.958,109.426,112.582} 109.462 0.989 

Cu-Se-In {106.608,109.144,111.430} 108.902 0.905 

In-Se-In {102.705,105.423,109.474} 104.760 0.756 
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Example: YBCO 

I! 

Still ill in Pro9reSS" 

Conclusions 

Fuzzy logic is an innovative method for 
representing imprecision. 
When applied to molecular modeling, it 
can represent measurement error, 
structural defects, and thermal and 
vibrational variations. 



1234 
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Imaging Studies and Density Functional Analysis of Surfaces and 
Interfaces: Comparison of Theory and Experiment 

John F. Maguire and Steven R. Le Clair 

Air Force Research Laboratory, 
Materials and Manufacturing Directorate, 

Wright-Patterson AFB, Ohio. 

ABSTRACT 
The ability to see an image allows the human brain to engage in a range of reasoning and cognitive functions 
which exceed that which is possible with purely numerical data. Similarly, the ability to assess the solution to a 
coupled set of mathematical equations lies beyond symbolic manipulation and approaches creativity in advanced 
physical reasoning. The ability to develop imaging technology over an appropriate range of energy and 
momentum transfer coupled with an ability to reason about and interpret such images is critical to the 
development of A.I. for process control. In this paper, we present the results of two imaging studies which have 
been directed towards developing surface and near surface imaging technology for material and process control. 

The first was an experimental model system chosen to simulate the near surface region of a polymeric 
composite. Polymers were modeled as an homologous series of oligomeric alkane fragments which were 
deposited on the [0001] plane (basal) of highly-ordered pyrolytic graphite. Raman and scanning tunneling 
spectroscopy reveal that matter in the surface and near surface region takes on a qualitatively different structure 
from the bulk material. The alkanes form a self-assembled monolayer on the surface and adopt a characteristic 
rank and file structure on the surface. 

In the second system, Raman imaging and STM imaging studies were applied to the surface of thin 
superconducting films of Yttrium Barium Copper Oxide which were deposited on the [111] face of a lanthanum 
oxide substrate using pulsed laser deposition. There is evidence that the performance of these films is influenced 
by the stoichiometric ratios and it is therefore of interest to determine if the surface material is homogeneous or 
whether there is evidence of speciation and/or aggregation. We have observed Raman images which are 
consistent with macroscopic structure formation over micron distance scales. 

The underlying mechanisms for structure formation are discussed in terms of the symmetry of local fluctuations 
and the symmetry breaking role of the interface. Model results are illustrated by application of density functional 
theory to the surface and near surface region. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Imaging Studies and 
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Evolve' Design-Control Mappings 
via mapping of in situ sensor imaging ( Raman ) picture/video 

and compare against model'generated picture/video 

growth model 
(density functional theory) 

simulation ol' 
/Pulsed Läser 
BipösitioiiiOf 

-■vi-vijco' *'■.- 

Collect Pnfknss to Develop 
Functional Mappings 

Relating Design Variables 
To Process Conditions 

And Material Properties 

sensed image 
e.g., Raman image ofc 

Pulsed.Laser"' ;;"': 
Deposition of   > 

YBCO 

use comparison to refine the model (temporally and spatially ) and 

thereby enable an tevolving'modeling & simulation capability 

* Virtual implies the ability to interpolate/extrapolate 
the sensed image from a yet-to-be-made material system 
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Modeling Gas By-Products 
from MO-CVD Thin-Film Depositions 

J.G. Jones and P.D. Jero 

Air Force Research Laboratory, Materials Directorate 
Wright-Patterson AFB, OH, 45433-7746 

This work seeks to develop an MO-CVD system using in situ sensors and automated process control to deposit 
controlled, reproducible oxide fiber coatings (e.g. LaAln018). A CVD system capable of continuous fiber 
coating has been assembled which employs liquid precursor delivery for precise precursor stoichiometry control 
and inert gas seals for near atmospheric operation. In-situ thermocouples and a mass spectrometer are used for 
process measurements. All of the system parameters are logged by and controllable by computer. A fuzzy logic 
controller was developed to control the O2 flow rate based on the desired temperature or gas composition. A 
neural model of the process will be presented which translates the process settings into expected gas 
compositions. 

Keywords: Process control, Fuzzy logic, Modeling, Neural Networks, Process identification 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Modeling Gas Byproducts From 
MOCVD Thin-Film Depositions 

J. G. Jones and P.D. Jero 

Air Force Research Laboratory 

Materials & Manufacturing Directorate 

|| MOCVD Fiber Coating Apparatus 



1243 



1244 

Gas Phase Products 

1 ■ 

J • 
1       * 1     1 

J 1 
• 1       I" 

k JW A 
" N(AMU) 

I^H.^B 
nh ^^B • 
BP^V      "^          i, 

I, • raw   i- 
1 ■ 

i 
■ 

C ^■•ül Uli i 
«J SM » » « 

WJAMUI 

450 C: 
incomplete 
combustion 

-710 C: 
complete 
combustion 



1245 



1246 



1247 

Imaging for Process Optimization and Control 

(abstracts and viewgraphs) 
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Nondestructive Imaging of Surface and Sub-Surface 
Defects in Thin-Films with Super Spatial Resolution 

Using Evanescent Microwave Fields 

Massood Tabib-Azar 

Case Western Reserve University 
Cleveland, Ohio 44106 

Tel: 216-368-6431 

With the current spatial resolution of 4 urn at 1 GHz or 0.4 um at 10 GHz, the evanescent microwave probe 
(EMP) is capable of mapping non-uniformities and defects in a variety of materials including insulators, 
semiconductors, metals, biological, and botanical samples. Due to its large center frequency of operation, EMP 
can be operated with very fast scan rates approaching 10 cm/s. Since the method does not require physical 
contact with the sample, it can also be used to study "sticky", as well as, hot and cold surfaces. According to our 
recent studies, the spatial resolution of EMP can be improved by a factor of 40 in certain materials. Its principle 
of operation is based on producing decaying electromagnetic fields near a discontinuity in a micro-strip-line 
waveguide. EMP is a two-dimensional planar structure and it is possible to design and fabricate many parallel 
EMPs operating at different frequencies on silicon cantilever beams. Such an integrated parallel probe assembly 
will enable efficient, fast and hyper-spectral mapping of moving samples. There are manufacturing problems 
that can be addressed and solved by using fast scanning probes in an assembly or manufacturing environment to 
provide real-time information and feedback regarding the quality of deposited films. In this paper, we will 
discuss some recent experimental results and probe characteristics. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Asynchronous versus Synchronous 
Measurements 
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Evanescent microwave probe calibration 
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Characteristic Decay Lengths Near the I 
EMP tip of Various Probes           | 
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Investigation of Raman Imaging for Advanced Control of YbCO 
Cool-Down Processing Using Pulsed Laser Deposition 

J.D. Busbee *\ R.R. Biggers *, J.G Jones *, D.V. Dempsey *2, G. Kozlowski ** 

* Air Force Research Laboratory, Materials Directorate 
Wright-Patterson AFB, OH, 45433-7746, USA 

** Air Force Research Laboratory, PRP, Wright-Patterson AFB, OH, USA 
1 Technical Management Concepts, Inc., Beavercreek, OH 45434 

2 University of Dayton Research Institute, Dayton, OH 45409 

Pulsed Laser Deposition (PLD) is a versatile, complex thin film deposition process that has been shown to be 
capable of creating high quality YbCO films. However, the promise of the technique has been hampered by a 
lack of process understanding and visibility into in-situ processes. In the past, attempts at controlling the PLD 
process have not been highly successful due to a lack of direct feedback from the surface of the film. This paper 
investigates using Raman spectroscopy to provide feedback from the evolving film during cool-down after 
deposition. In-situ spectra taken under controlled conditions are examined to understand the effect of 
environmental parameters on film properties as well to provide insight into evolution of the film microstructure 
during cool-down. 

Keywords: Process control, PLD, Raman Spectroscopy, Superconductors, YBCO 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Investigation of Raman Imaging 
for Advanced Control ofYBCO 

CooIDown Processing using 
Pulsed Laser Deposition 

John Busbee 

Air Force Research Lab 

Materials Directorate 

AFRL/MLMR 
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Subprocesses Hierarchical Process Model 

••. Pulse Length: 
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YBCO THICKNESS MEASUREMENTS 
USING RAMAN SPECTROSCOPY 
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Raman Spectra ofYBCO Thin Film 
Before and After Exposure to Steam 
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Process Control via Gaze Detection Technology 

Jaihie Kim*, Gang Ryung Park* and Steven LeClair** 

* Dept. of Electronic Engineering, 
Yonsei University, Seoul 120-749, Korea 

Tel: 82-2-361-2869    Fax:82-2-362-0413    Email: ihkim@bubble.vonsei.ac.kr 
** Materials Process Design Branch, Manufacturing Technology Division 

Materials & Manufacturing Directorate, Air Force Research Laboratory, U.S.A. 
Tel: 1-937-255-8787 

Gaze detection technology (GDT) is considered to be of potential benefit to automate certain materials 
processing research tasks and enable more remote control of manufacturing processes. Gaze detection is 
defined as the ability to assess a human userk direction of view and/or a position focus on a computer monitor 
screen via computer vision techniques. The research reported herein will evaluate the suitability of gaze 
detection technology in the remote control of a computer via a monitor screen and a gaze detection system. 
Monitoring of the usert face movement is achieved by using a camera included in the system. A user-interface 
depicting a process control environment is artificially designed for this work and results show that GDT is very 
useful in automating and/or enabling remote actuation of various process management tasks. 

To be useful, GDT must enable remote control of three tasks. First, it must locate the position, on a monitor 
screen, where the user is looking, i.e., place a cursor at that position. Second, it must detect in which direction a 
userfc face is moving, i.e., to drag the cursor in that direction or to stop the cursor when it is moving in the 
reverse direction. These two tasks may be invoked sequentially or independently. When they are invoked 
sequentially, the latter usually compensates for the former positioning error. It should be noted that these two 
tasks may be independently useful for various purposes. Finally, as the camera is tracking one of the eyes, e.g., 
the left eye of the user, and the user winks, then the GDT system is capable of actuating some device. Thus, the 
GDT system is capable of placing an indicator at a specific position on a screen, dragging and clicking on an 
icon, etc., remotely without using any direct contact. 

GDT will be discussed in the context of materials processing, and, more specifically, to address three aspects of 
process discovery. First, it enables gaze control (e.g., allowing a user to visually open and close windows) of the 
monitor panel whether or not the userfc hands are busy doing other things. This type of control is enabled by the 
camera monitoring the human gazing at the monitor and detecting the winking of the left eye. Second, the 
system determines if the user is not present or within distance of an input device, and if not, then it displays and 
invokes a special function. For example, gaze control could activate a process discovery program to perform 
parameter assessment to detect either an anomalous condition or parameter perturbation of interest, and records 
the time of occurrence and generate an audible or visual alarm. The user must then decide, using GAZE 
CONTROL, to replay the screen or window display to observe the detected anomaly or perturbation. 

A GDT system will be discussed which is capable of determining if a user is focusing on a particular spot of 
interest on the monitor. If not, the GDT system will attract the usefc attention to that spot (again, coupling 
GAZE CONTROL to a program for generating an audible or visual signal) and direct the userfc attention to the 
spot of interest. An example use of this capability might be to GAZE CONTROL the temporal display of a 
particular parameter which contains current parameter values only, or highlight particular variables associated 
with a detected fault or unusual process condition. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Outline 

I What is Gaze Detection Technology? 

I Implementation Environments 

l Gaze Detection by Face and Eye Movements 

I Gaze Position Detection Techniques 

i Additional Techniques for Computer Interface 

I Protocols for Computer Interface 

I Application of Gaze Detection Technology to Process Controls 

l Other Applications 

I Future Works 
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Gaze Detection by Face and Eye Movements 

Gaze detection by lace movement 
(current research1) 

Gaze detection by eye movement 
(future research) 

Gaze detection by face and eye movement 
(final research goal) 

DepL of Electrical and Computer Engineering Gaze Detection b)' Face and Eye Movement 

Gaze Position Detection Techniques 

I Overview of our gaze detection techniques 
Gazing at monitor center 

Facial features 
extraction 

Facial region detection 
in input image ^ 

Extracting 
the 2D feature 

movements 

DepL of Electrical and Computer Engineering 

2D Linear 
Interpolation 

Method 

or ^ 
2D Single/Dual 
Neural Network ■=> 

or 

3D Position/Motion 
Estimation 

Gaze position 
detection 

on a monitor 

Gaze Position Detection Techniques 

Feature Value for Gaze Position Detection 
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Feature Value for 

Facial Translation 
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Linear Interpolation Method 
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2D Single/Dual Neural Network- (1) 
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1 Single Neural Network | 
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Gaze position (X, Y 
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i' lual Neural Network | 

2D Single/Dual Neural Network 

2D Single/Dual Neural Network - (2) 

I Normalization of Feature Value 

To normalize the distances of users from the monitor, a user is asked to look at the 
center, a right-most upper point and a left-most lower point predefined on the monitor 
when he begins to use the system. 

We obtain maximum and minimum feature values from this, and each feature values 
are normalized by these maximum and minimum feature values as follows. 

(1=1-10) 
MaxfFViJ-MintFVi) 

DepL of Electrical and Computer Engineering 2D Single/Dual Neural Network 
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2D Single/Dual Neural Network - (3) 

I Training dala for Neural Network 
Training dala were oblaincd from 10 users looking at 23 known points on a 19" monitor 

•   Gaze positions 
for training 

I Generalized Delta Rule for Neural Network Training 

wkj(t+i) = wtj(t)+nspkipj 

Wkj(t): the weight values of each node when the iteration number is t 
H :      leamingrateparameter(=0.01) 
°pk:       the error term in hidden units or output units 
'pj:       the calculated output in input layer or hidden layer 

Dept of Electrical and Computer Engineering                                                                     2D Single/Dual Neural Network 

Comparisons & Experimental Results 

Gaze position errors are calculated by the differences between the real gaze 
position and the calculated position 

(inches) 

Method        L near Interpolation    Singl; Neural Net    Dual Ne iral Net 
.64 1.7 

? Gaze detection errors for experimental data including facial rotation 
(5 persons * 22 gaze positions = 110 test data) 

RMS error 4.54 
Method        L near Interpolation    Singl: Neural Net    Dual Nc iral Net 

? Gaze detection errors for experimental data including facial rotation and translation 
(5 persons * 22 gaze positions =110 test data) 

Dept. of Electrical and Computer Engineering Comparison A Experimental Results 

Additional Techniques for Computer Interface - (1) 

I Mouse Dragging by Facial Movement 

In order to compensate the gaze detection error, the user moves his face to the 
desired point on the monitor, then the monitor cursor placed by gazing is moved 
toward the point. 

House cursor rep 
resenting gaze p 
osition is aoved 
to the right dir 

The facial movements are measured by the 2D movements of facial fSSfinS?. when a 
user rotates and translates his face 

The current facial feature positions are predicted from previous feature positions, in 
order to reduce processing time.   

Dept, of Electrical and Computer Engineering Additional Techniques for Computer Interface 

Additional Techniques for Computer Interface - (2) 

I Clicking a Mouse Button by Eye Winking 

3 
Calculation of 
the horizontal 

/vertical ratio of eye 

H 
*?r-. 

W 

■~ 
t 

Recognizing the 
eye opening/ 

closing 
-> Eye winking 
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Protocols for Computer Interface - (1) 
Case 1: Interface for custom-made S/W 

-♦Winking of Left Eye 

»Winking of Right Eye 

Initial State : The state when system is starting 
Idle State : The state when a user does not want to use gaze detection system 
Gaze Detection State : The state when the user gazes at a spot on a monitor 
Mouse Dragging State : The state when the user drags the mouse cursor by facial movement 
Button Clicking State : The state when the user commands to the current mouse cursor 

Dept. of Electrical and Computer Engineering Protocols for Computer Interface 

Protocols for Computer Interface - (2) 

Case 2: Interface for ready-made SAY 

-►Winking of Left Eye 

►Winking of Right Eye 

Initial State : The state when system is starting 
Idle State : The state when a user wants to nse mechanical mouse 
Mouse Dragging State : The slate when the user dragsthe moose cursor by facial movement 
Button Clicking State : The state when the user commands to the current mouse cursor 

Dept of Electrical and Computer Engineering Protocols for Computer Interface 
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Application of Gaze Detection Technology to Process Controls - (1) 

1A user interface of custom-made CVD(ChemicaI Vaporized Deposition) program 

i.   °« ST 
""   "        I 

^rP £*i S«i ~$$  US* «PJiL «p* \^r 
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Application of Gaze Detection Technology to Process Controls - (2) 

I In its first function, gaze detection technology enables a user to control another 

process, even when both hands are busy in controlling process. 

Dept. of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (3) 

I Examples 
A CVD control system 

Carrier gas 
(for example, Argon) 

Source 
(SiorTi) 

jpumpj- ) Vapori: 

liguid 
K- 

Reactor 
for Process 

Iff 
Source Deliver System 

The pipes (a, b, c) carrying oxygen, argon and vaporizer need be opened at the same time, 
or if the pump is not working well, then the pipes (1), (2) and (3) need to be closed at the same time. 

-*■ The pipcs(a, b) or (1, 2) are manipulated by both hands and the pipe(c) or (3) is handled by 
gaze detection technique 

Dept, of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (4) 

I In its second function, gaze detection technology can store the process information 
during the user's absence and replay it when he returns 

I Examples 

s   < /            / 
•j 

"."'■.;              - 

■'.  «J/ 

(a) ' (b) (c) 

(a) Store the process informationfpressures and temperatures in the reactor) which happened 

during the user's absence 

(b) Recognize whether he returned or not 

(c) Replay the stored information when he returned 

Dept of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (5) t 

I In its third function, gaze detection technology can lead a user* s attraction to 

important spots 

I Examples 

His current . , , 
gaze position Important message happens 

(Argon vaporizer in Oxygen process gauge 
gauge) -> alarming lamp is twinkling 

Dept. of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (6) 

IA user interface of ready-made Syn-gas Composition program made by 
Chemical Engineering of Yonsei Univ. 

L!— '" '■     i '" *■  - 
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Application of Gaze Detection Technology to Process Controls - (7) 

I In its first function, gaze detection technology enables auscr to control another 
process(V 10203 valve opening), even when both hands are busy in writing a note 
about the process information(temperature and pressure) 

I Examples 
VI0203 valve 

Temperature graphs 

Pressure graphs 

Dept of Electrical and Computer Engineering Application of Gau Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (8) 

I In its second function, gaze detection technology can store the process informatic 
during the user's absence and replay it when he returns 

I Examples 

2~& 

(a) ' (b) (c) 

(a) Store the process information(pressures and temperatures in the Syn-gas Composition Reactor) 
which happened during the users absence 

(b) Recognize whether he relumed or not 

(c) Replay the stored information when he returned 

Dept. of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Application of Gaze Detection Technology to Process Controls - (9) 

I In its third function, gaze detection technology can lead a user's attraction to 
important spots 

I Examples 

Error message happens 
in Fluid ofV10203 valve 
-> alarming lamp is twinkling 

Dept of Electrical and Computer Engineering Application of Gaze Detection Technology to Process Controls 

Other Applications - (1) 

I Interface system for the handicapped 

Dept of Electrical and Computer Engineering Other Applications 

Other Applications - (2) 

I Face Identification System in ATM(Aotomatic Teller Machine) 

When a dubitable user uses ATM, who can not be identified by Face Identification System, 
he is rejected for transaction until his face is identified. 

ATM 

Dept of Electrical and Computer Engineering Other Applications 

Other Applications - (3) 

I The rehabilitation therapy systea for the handicapped 
—*•     This systen Measures the gazing tiae and accuracy of the bandies 

by gaze detection technique and uses it for rehabilitation tbei 

The gaze position which 
the handicapped should be looking at 

Dept, of Electrical and Computer Engineering Other Applications 
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The Third Eye Cameras 
- Dynamic and Static Hyperspectrum Imaging 

Yoshiyasu Takefuji 

Faculty of Environmental Information, Keio University, 
5322 Endo, Fujisawa, 2520816 Japan 

Email: takefiiii@sfc.keio.ac.jp 

The goal of this paper is to introduce our third-eye camera projects using dynamic and static hyperspectrum 
imaging with integration of several cameras including a new supar harp camera, IR camera. The third-eye 
camera is able to capture value-added images of objects with a wide range of spectrum from radio wave, long 
IR, IR, visible light, ultraviolet, or X-ray by neural feature extraction. Static hyperspectrum imaging can be 
used for inspection of buildings and bridges, investigating the status of tiles, underground and moss, 
investigation of coral, measuring gases for health of plants, measuring the taste of food, discovering counterfeit 
money, minute blood vessel and so on. Artificial retina camera is also introduced as dynamic spectrum imaging 
for many applications including optical flow imaging, edging, and so on. A real-time gesture interpreter using 
the retina camera will be addressed. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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The Third-EYE Project 
hyperspeetral computing 

Keio University 

Yoshiyasu Takefuji 

The goal of hyperspeetral imaging: 

Valuable features can be captured from the 
wide range of hyperspeetral data including 
radio wave, long infrared, infrared, visible 
light, ultraviolet, X-ray,... 

Overview of 
The Third Eye system 
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Hyperspectral applications 

•tile or wall 
•moss or river 
•gases from plants 
•coral 
•printing 
•health of earth 
• taste 
•art paints 
•rusts 
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Configuration of Mitsubishi CMOS Image Sensor 

[ VSPC: Variable SwsSüviiy Photodeteciiori Call 

Features 
♦ Programmable Image processor 
♦ Realtime Image processing 

(Frame Raten —SOOHJ: for 32x32 pixel version) 
♦ Single power supply (5V or 3.3V) 
♦ Low power consumption 

(Typ. «mW tor 32x31 and 118x128 piiei version] 
♦ Low cost 

©MITSUBISHI 

Algorithm Lineup for Mitsubishi CMOS Image Sensor 
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700nm 

Organic/non-organic onion 

800nm 

Organic/non-organic onion Field-Spectrometer        m™*** 
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The Third Eye Approach to Innovative Designs and Applications: 
Human Recognition System by NonlinearOscillations 

Souichi Oka, Yoshiyasu Takefuji, William Huang 

*Graduate School of Media and Governance, Keio University 
5322 Endo, Fujisawa, Japan 252-0816, 

Email: takefuii@sfc.keio.ac.jp, souichi@sfc.keio.ac.ip, william@sfc.keio.ac.jp 

The field of remote sensing and sensor technology has undergone tremendous development in the past 
decades. Sensor technologies of all kinds such as electro-optics, acoustic, active/passive UV to LWIR, 
ground-penetrating radar, passive mm wavelength, x-ray tomography, neutron activation imaging, multi- 
spectral, hyper-spectral, and ultra-spectral imaging, provide valuable images that normal CCD cameras 
cannot offer.  By combining algorithms  and images taken by sensors at different ranges of the 
electromagnetic spectrum, we will be able to extract valuable images automatically. By using multi-spectral 
images and processing them with neural network computing, our "Third Eye" team is able to extract human 
face features from those images. In this paper, we will present an application for detecting human facial 
parts, images taken by different imaging systems and sensors, and the current status of image processing 
applications. 

Light is a form of electromagnetic radiation. Other forms of electromagnetic radiation include radio waves, 
microwaves, infrared radiation, ultraviolet rays, X-rays, and gamma rays. All of these are known 
collectively as the electromagnetic spectrum. The rainbow of colors that we see in visible light represents 
only a very small portion of the electromagnetic spectrum. The electromagnetic spectrum ranges from 
gamma rays to radio waves with everything else in between. The reflectance spectra of most materials on 
the Earths surface contain characteristics or diagnostic absorption features. Remote sensors, such as hyper- 
spectral imager developed by TRW, capable of acquiring complete reflectance spectra over large areas offer 
a powerful tool for study of the Earth and the environment. With a CCD camera, we are only able to see the 
visible part of the electromagnetic spectrum that ranges from 0.4 urn to 0.7 um of the spectrum, thus, any 
range below or beyond the visible part of the EMS are invisible to human eyes. However, by combining 
images taken at different part of the spectrum and processing them, we will be able to reveal many valuable 
images. Unique algorithms used in conjunction with different imaging systems and sensors will allow 
exploration of a large variety of basic problems in fields such as earth science, vegetation studies, geology, 
semiconductor manufacturing, biology, biological imaging, material processing, environment, medical 
imaging, ground target detection, chemical identification, and inspection. 

In the field of machine vision and visual inspection, a company called SRI International has pioneered, 
designed, and developed an automatic visual inspection system that has applied widely in inspection of 
defects, cracks, or structural failures in different area such as on NASA shuttle tile inspection. There are 
over 20,000 thermal tiles that cover the outer surfaces of the shuttle. Each of these tiles is life-critical 
because a failure can result in the shuttle's aluminum skin overheating on reentry, thus, causing a 
catastrophic system failure. Consequently, each tile is manually inspected after each flight to ensure that 
there are no cracks, dents, or other structural failures that require rework. To reduce human error and 
inspection time, SRI International has developed an imaging system and inspection algorithm to detect 
damages to the thermal tiles. The picture on the left is the preflight image, and the picture on the right is the 
postflight image. The right image shows a simulated defect identified by their algorithms. This system 
demonstrates the fact that by building or manipulating different sensors and developing specific algorithms, 
we will be able to produce incredible images which will facilitate us in defect inspection or manufacturing 
that will ultimately save time, money, and human lives. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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THE THIRD EYE APPROACH TO 
INNOVATIVE DESIGNS AND APPLICATIONS 

HUMAN RECOGNITION SYSTEM BY 
NONLINEAR OSCILLATIONS 

What can von see 

Keio University 
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Human Recognition Problem 

The goal of this study is to discriminate several 
persons by the proposed neural network. 

This system groups facial parts to detect a face. 
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Grouping Facial Parts Model 

 ^c*!w  Extract facial parts including 
v    iB eye or mouth. 

—''-' Til i§ u} -J    □  'jj n 
i^/V-   1 Extracted facial parts are fed 

E"S to recurrent neural network. 

ö^WM Our idea: 
1   : A principle of similar figure 

2   : Nonlinear Oscillatory neurons 
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lusion 

Our system can flexibly discriminate 
several human faces in atime-varing 
image. 

The normalization problem is resolved 
about scale, rotation, and shift of an 
object. 



1284 



1285 

Intelligent Rate Control for MPEG-4 Coders 

Gwang Hoon Park, Jae Hyung Park and Yoon Jin Lee 

Department of Computer Science, Yonsei University, 
234 Maji, Heungup, Wonju, Kwangwon, Korea 

Email: ghpark@,dragon.yonsei.ac.kr 

The multimedia technology, which will lead in the 21st century, will depend on how to manipulate visual 
information efficiently, and will be focused on the interactive visual information exchange and user interactions. 
Among one of those technologies, MPEG-4 codec can multiplex a set of independently-coded, arbitrarily- 
shaped video objects and transmit through either fixed or variable rate channels such as internet, wireless or 
satellite communications. Some quality control algorithms should support the encoding of visual objects to 
obtain and maintain best picture quality under the constraints of the quality requirements and channel 
environments. Especially, MPEG-4 Codec should be robust with respect to rapid changes in size and shape of 
the objects. 

This paper focuses on the design of the intelligent rate control algorithms via introducing quadratic neural 
networks and evaluating data-driven pattern analysis rather than rate-distortion mathematical models. According 
to data-driven pattern analysis, it is found that several new variables such as motion vectors are required to 
control near-optimally for transmitting best quality of moving pictures in real-time. And we also found that the 
simplified mathematical rate distortion models, which are now widely used, could not support the control 
mechanism enough. Therefore, quadratic neural-net using density estimation and randomizing pattern space, 
called Density-based Random-Vector Functional-link Net is introduced to control the picture quality optimally. 
The proposed algorithm is tuned to obtain near-optimal picture quality of QCIF (176X144 pixels) format video 
streams for low bitrate transmission, storage/retrieval. The experimental work will be presented based on the 
recent MPEG-4 video coder specification, apart from making intelligent rate control algorithm. The 
comparisons between the results of intelligent control and conventional rate control will be presented in this 
paper. 

0-7803-5489-3/99/$10.00 ©1999 IEEE. 
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Intelligent Rate Control for 
MPEG-4 Coders 

Gwang Hoon Park*, Jae Hyung Park*, 
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Department of Computer Science, Yonsei University, Wenjti, Korea 
* Materials Process Design Branch, Manufacturing Technology Division, Air Force Research Laboratory, U.S.A. 

This work was supported in part by D.S. Air force Office of Scientific Research (AOARD-9B-40I1) 

i»fcr 

r Summary 
MPEG-4 codec can multiplex a set of independently-coded, arbitrarily-shaped video objects 
and transmit it through either fixed or variable rate channels such as internet, wireless or sat 
ellite communications. 

Quality control algorithms should support the encoding process of the visual objects to obtai 
n and maintain best picture quality under the constraints of the quality requirements and ch 
annel environments. 

This paper focuses on the design of the intelligent rate control algorithm via introducing glob 
al rate distortion (RD) model constructed by quadratic neural network, by evaluating data-d 
riven pattern analysis rather than rate-distortion mathematical models. 

Proposed global RD model is very useful in case the characteristics of the video sequences ar 
e rapidly varying. 

The regression based mathematical model may not support rapidly changing environments, 
because it requires the time to stabilize to generate appropriate Q steps. 

Intelligent rate control based on the global RD mode) can generate appropriate Q steps imm 
ediately in feedforward manner. 

The performances of the proposed algorithm are superior than those of the MPEG-4 VM5+ r 
ate control based on the regression process, in comparison with the average bits per frame to 
satisfy the channel constraints, encoded peak Signal-to-Noise Ratio (PSNR), and the number 
of frame skips. 

V 
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r Introduction 
Image Data Compression 

- Reduce Information of the Image that is not perceptible by Humans. 

- MPEG uses a hybrid coding methodology that is divided into two parts: 
• the algorithm for reduction of temporal redundancy between adjacent frames 

by motion estimation and compensation technique (ME/MC) 
• the algorithm for reduction of spatial redundancy. 

-  using DCT (Discrete Cosine Transform) within image frame 

The quality of MPEG video bitstream can be improved by the various encoding algorithms f 
lexibly designed by the experts. 
- Pre/Post-proccssing, Motion Estimation, Rate Control algorithms 

(can be flexibly designed for specific coding environment.) 

To transmit the huge amount of video information through a bandwidth constrained channe 
I such as mobile picture communications or internet TV broadcasting on the ISDN or PSTN 
networks 

- Some quality control algorithms should support the encoding process of the visual obje 
cts to obtain and maintain best picture quality under the constraints of the quality requ 
■rements and channel environments. 

We will focus on the MPEG-4 video compression algorithm and 

Propose a new intelligent technique for MPEG-4 rate control. 
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r Related Theory 
According to information theory, two problems are stated: 

source coding (what information should be sent) 
channel coding problem (how should it be sent). 

Rate Distortion Theory (RDT) is directly related to the source coding problem 
(lossy image data compression) 

The RDF model has been considered as a good choice to represent relations between quantizing distort 
ions and encoder output rates and thus has been used in wide range. 

The key factor in RDT is the rate distortion functi 
on (RDF) R(D), which represents the lower bound 
on the rate: 

If a certain channel capacity C is given, 
RDF is used to find 

the necessary minimum average distortion D,ve 

so that the condition for error-free transmission 
R(D„vt)<C is achieved. 

RDF Model 

Quantization Steps (Q) 

*&msr 

f MPEG-4 VM Rate Control 

i: 
Iar»il Kit( alriilulion 11) dir ( llrrrm I-rsme 

l-stiniHlioii of the Qiiiimi/uliun Sti-p 
Q-K'll.MAI)) 

fromT-Utg.lYKO) 

riKoiliiij! current F'ninic 

t 

i 

«^ 

Rate Distortion Curve 
based on Quadratic Model 
T^MAD(a,/Q +a2/Q

2) 

T=R(QJMAD) 
Remove outliers | 

1 
1= \.                   • 

''    i \—;—i—* ► 
Q-R-'CT.MAD) Quantization Steps (Q) 

Choice of quantizer steps at the encoder plays a key role in deter 
mining the actually encoded bitrate and the quality of the transmi 
tted video scenes. 

The recommended rate control algorithm in MPEG (3 steps) 
Bit allocation : Past bit usage and quantizer steps are used to estimate the relative complexity of the picture 

and thereby determine the target bit rate for the present picture 
Rate control: A reference quantizer step is determined by evaluating a virtual buffer status and 

the difference between the target bit rate and the rate that is already consumed till now 
Adaptive quantization hased on the mathematical model: Regression based on mathematical model i 

t carried out to decide actual quantizer for the present frame or macroblocks. 
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r MPEG-4 VM Rate Control Algorithm 
Quadratic rate distortion model is used to estimate the rate distortion curve to evaluate the 
target bit rate before performing the actual encoding 

•     Reccommended MPEG-4 VM rate control algorithm 
Initialization 
Computation of the target bit rate before encoding. 

-0-   The target bit rate is computed based on the bits available and the last encoded frame bits. If the last frame is comp 
lex and uses excessive bits, more bits should be assigned to this frame. However, there are fewer bits left for en codin 
g. Thus, fewer bits can be assigned to this frame. 

<■   A lower bound of target bit rate (F/30) is used so that the minimal quality is guaranteed (F: total target bits per seco 
nd). 

-$•   The target bit rate is adjusted according to the buffer status to prevent both overflow and underflow. 

Computation of the quantization parameter (Q) before encoding 
•>   Q is solved based on the model parameters, a] and a2. 
<•   Q is clipped between 1 and 31. 
<■   Q is limited to vary within 25% of the previous Q to maintain a variable bit rate (VBR) quality. 

Encoding current frame 
Model parameters are updated based on the encoding results of the current frame. 

<-   The rate distortion model is updated based on the encoding results of the current frame. The bits used for the heade 
r and the motion vectors are deducted since they are not related to Q. 

♦   The data points are selected using a window whose size depends on the change in complexity. If the complexity chan 
ges significantly, a smaller window with more recent data points is used. 

■$•    The model is calibrated again by rejecting the outlier data points. The rejection criterion is the data point is discard 
ed when the prediction error is more than one standard deviation. 

»v^      <•   The next frame is skipped if the current buffer status is above 80 %. ^ 

r Actually Generated Rate Distortion Curves 

■„?—■ 
„J     "  t: 
«I      '-ß. 

^= 

(a) Relation between actually encoded bits, MAD 
and Q taken from several QC1F image sequences 

Possible Unlial Ul> model. 
Ikmcvcr »o may not cniKtruct the global RD 

model b> using onl> I'. MAI) <ind Q, 
because there arc too many tirUuons ui 
formulate tin: correct global Kl) mode! 

(b) Example of RD curves based on actually generated relations bet 
ween eucoded bits and Q steps for twenty image frames. 

For Q (QP step in the figure)= 6, 
about 2500 bits are generated at encoding of the 2nd frame 
about 6500 bits need to be coded at 6* image frame. 

Frame skip may be occurred while encoding & frame 
(about 4000 bits are excessively generated, therefore buffer may be full) 

by using RD curve predicted by regression of the group of t 
he poults 1,2,3, and 4 (point 5 may be eliminated by removal proces 
sin constructing matbematical RD model) 
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f Global Rate Distortion Model 
Need to generate fast-moving appropriate RD curves to adapt rapidly varying image characteristics to 
obtain nearest encoded bits to the target bits assigned. 

To formulate global RD model, several additional parameters are needed in addition to T, MAD and Q. 

Not to have additional processes to find parameters of the global RD model, find parameters in the nece 
ssary processes of the encoding procedure. 

Before rate coding is performed, motion estimation and compensation (ME/MC) arc carried out to red 
lice temporal redundancies. 

If the motion varied too much or objects in image frame is just disappeared or created, just intra block 
coding is performed in the spatial domain. 

If the intra block coding is performed in the macroblock, large bits are required to encode correspondi 
ng macroblock. 

For the motion part, we divide it into three parameters, such as MV,, MV2_,, MV1IH. (in case motion vect 
or range is 16 in QCIF format image sequences). 

To simplify the algorithm, only histogram of the moved macroblocks in specific motion range is used. 
MV, is the number of macroblocks that moved within 1 pixel range, MVM is the number of macrobloc 
ks that moved from 2 to 9 pixel range 

MV,, MVj.,, MVr(H, IntraMB and MAD are already known before rate control is carried out in the enc 
oding process. 

It is very difficult to formulate global RD model based on mathematical analysis, therefore we use the n 
eural network to construct it, based on data-driven pattern analysis. 

T = R(MV}, MV2„9, MVlQ+, IntraMB, MAD, Q) 

Q = R~l (MVX, JWV-9 > MV1Q+, IntraMB, MAD, T) 
ISWBS'" 

^Feedforward Intelligent Rate Control 

Intra   MAD   Target Bit 

< 
[ aruel Hit (.iilcillliriom [ I fur Current Irwin- 

Estimation of the Quantization Step 
»sing Feedforward Cilobai Model 

using Neural Network 
Q= H-l(MV„MV^MVittWIntraIvmflViÄÜ,T) 

I 
liiicmtiiinfiirreni traun- 

 i 

V. 

Radial Basis Function Neural Network is used to formulate 
Global Rate Distortion Model (Inverse Problem) 

Quadratic RBFNN is used 
Conjugate Gradient (CG) method is used for Training (N+6 iterations) 
N Cluster Centers are obtained using K-mcaiis Algorithm 
(Classifications of the variations of Input Space (MV,,MV2_,,MV10+,IntraMB, MAD, T) 
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f Intelligent Rate Control Algorithm -\ 

Initialization 
-   Load the values of weights and centers of the radial basis function neural network. 

Computation of the target bit rate before encoding (same process used in MPEG-4 VM). 

■*■ The target bit rate is computed based on the bits available and the last encoded frame bits. If 
the last frame is complex and uses excessive bits, more bits should be assigned to this frame. 
However, there are fewer bits left for encoding. Thus, fewer bits can be assigned to this fram 

e. A weighted average reflects a compromise of these two factors. 

<► A lower bound of target bit rate (F/30) is used so that the minimal quality is guaranteed (F: t 

otal target bits per second). 

■*■ The target bit rate is adjusted according to the buffer status to prevent both overflow and und 

erflow. 

Computation of the quantization parameter (Q) via feedforward manner. 
■$■ Estimation of the quantization step using global RD model generated by RBFNN. 

-v* Q is clipped between 1 and 31. 

Encoding current image frame. 
■v- The next frame is skipped if the current buffer status is above 80 %. 

■gas™ 

f Simulation Results for 
MPEG-4 Reference Images 

Akiyo Hall Silent 
MPEG-4 reference image sequences 

Container 

Comparison of the performances generated by the rate controls of the MPEG-4 VM and the intelligent rate cont 
rol for the MPEG-4 reference image sequences (QC1F, 48kbps, 10frames/sec). No frame skip is occurred. 

48kbps, 10 frames/sec Training Test 

Sequences News Akiyo Hall Silent Container 

MPEG-4 VM 

Ave. bits/VOP 4799.43 4796.95 4816.28 4857.67 4796.25 

PSNR (Y) 33.39 40.37 36.68 33.71 34.93 

PSNR (U) 37.41 42.38 39.30 37.34 40.19 

PSNR (V) 38.29 43.71 41.25 38.56 39.69 

Intelligent 
Rate Control 

Ave. bits/VOP 4799.26 4821.48 4802.45 4822.27 4796.50 

PSNR (Y) 33.46 40.39 36.79 33.85 35.02 

PSNR(U) 37.39 42.49 39.33 37.53 40.22 

PSNR(V) 38.21 43.84 41.28 38.70 39.76 

Performances »f the inlelliiicnt rate control are around 0.1 dB better in PSNK" s than those of the MPF.G-4 V 
|pi rate control. 

Even the intelligent rate control produce less bits than the MPEG-4 VM, in average bits per frame.          
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/^Comparisons of the PSNR * s encoded by MPEG-4      *\ 
VM rate control and Intelligent Rate Control 

!" • 

M-i    ■ 

 f.i.A.f. 

■ £ r Ji;:t!? !■ -3 I * 4 i 

(a) Comparison of the PSNR's (in dB) of the luminance p 
arts (Y) encoded by model based MPEG-4 VM rate contr 
ol and the RBFNN based intelligent rate control ('Silent' 
Sequence). 

(b) Comparisons between target bits and actually encoded 
bits by RBFNN based intelligent rate control and corresp 
onding Q steps. 

Intelligent rate control quickly stabilizes Q steps concurrently with connected to t 
fite variations of the image characteristics. 

*&mr 

f Simulation Results for 
Pulsed-Laser-Depositiou Plume Video Sequences 

Pulsed-Laser-Deposition plume video sequences 

Comparisons of (tie simulation results encoded by the rate controls of the MPEG-4 VM and {he intelligent rate control for the I'ulsed-Laser- 
Deposilion plume video sequence (QC1F Format, 30 frames/seeoud, 112kbps and 256libps) 

At 112kbps: 
32% (160/500) of the frames ar 
e skipped in the MPEG-4 rate c 
ontroi. 
14.4% (72/500) ftaroes are skip 
ped in the intelligent rate contr 
ot. 

At 256kbps: 
71 frames are skipped in the M 
PEG-4 rate control. 
Every fi-ame is properly coded 
by the intelligent rate control al 
gorilhrn. 

30 frames/sec 112kbps 256kbps 
500 image frames Training Test Training Test 

Ave. bits / 
VOP 5450.18 5529.00 9906.32 10025.74 

VM 
Rate 

Control 

PSNR(Y) 34.55 34.65 37.39 37.43 
PSNR(U) 38.92 38.97 40.40 40.45 
PSNR(V) 39.98 40.06 42.05 42.11 
Krameskip           155                   160                    66                     71 
Ave. bits / 

VOP 4403.33 4393.72 8515.94 8517.61 
inteiiipcni 

«ate 
PSNR(Y) 33.76 33.72 36.64 36.65 
PSNR (U) 38.65 38.56 39.95 39.98 
PSNR(V) 39.41 39.37 41.32 41.36 
Frame skip             73                      72                        0                         0 
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f   Simulation Results for \ 
Pulsed-Laser-Deposition Plume Video Sequences 

Intelligent rate control e 
ncodes every plume app 
eared images. 

MPEG-4 VM can not en 
ende those imuyc scenes 
due to less accuracy of t 
be regression based mat 
hemaliral model, therel' 
ore followed h> the fram 
e skips. 

MJtSil*MM-<&**S*li**M* 

11    n   !!    S   ^   ^   J?   SS    *S    «5   B -^   £\   «!■ 

*™§«PK;*m?3*ftjf:>   ■■SBfff^rafKTi j 

Comparison of the PSNR's <in dB) of the luminance parts encoded 
by mathematical model based MPEG-4 VM rate control and 
the RBFNN based intelligent rate control for the Pulsed-Laser-Deposition plume video sequences: 
71 frame skips are occurred in MPEG-4 VM rate control, however no frame skip is occurred in the intelligent rate control 
while encoding 3D frames/second 500 PLD plume video sequence at 256kbps. 

jBMrEF* 

/Conclusions 
•Introduce feedforward global Rate Distortion model using Radial Basis Function neural Net 

work. 

•The performances of the proposed algorithm are superior than those of the MPEG-4 VM rat 
e control algorithm based on mathematical RD model 

in comparisons with the average bits per frame to satisfy the channel constraints, 

encoded PSNR's, 

number of frame skips. 

•Proposed global RD model is very useful in case the characteristics of the video sequences are 

rapidly varying. 

-The regression based mathematical model may not support rapidly changing environments, because it requ 
ires the time to stabilize to generate appropriate Q steps. 

-Intelligent rate control based on the global RD model can generate appropriate Q steps immediately infee 
dforward manner, because neural network already trained many cases of the variations of the image charac 
teristics. 

• The proposed intelligent rate control can be usefully used in the case of 

-the generic video phones, 

-broadcasting of the sports games via internet, 

-special purpose video scenes like PLD plume video sequences 

because those video sequences have similar characteristics, therefore the possible variations of the image ch 
aracteristics can be trained before the encoding current video scenes. 
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r Multimedia Trends & MPEG-4 Focus 

'TV/fünf 

interactivitv V   Wireless 

TCorriDuteiZ/ \ 'Telecom' 

Three Major Trend (Multimedia) 
. wireless 

communication 
■ interactive Computer 

Applications 
f integration of A/V 

data into an ever increasing # of 
applications (TV/Film) 

MPEG-4 : Applications in the Shaded Area 

Focus of MPEG-4 
- Content-based Interactivity 

- High Compression (Low Bitrate) 

- Universal Accessibilityover wide range of storage and transmission media 

- High degree of Flexibility and Extensibilitj(MSDL) 

"omF-' 

MPEG-4 Model 

ASQxaudioMsual Object 
2-d background (sprite) 
2-d/ 3-d objects 
talking person 
voice of the person 
talking head 
animated human body 
Text stream (TTS) 

Compound AVO objects 
ex: visual + speech, audio 

by the compositor 
User Interaction 

manipulate meaningful 
objects 

audiovisual objects 

hierarchically multiplexed 
downstream control/data 

hypothetical viewer 
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/MPEG-4 Structure 

Profile k 

Tools 
- Shape Coding 

- Motion Est./Comp. 

- Texture Coding 

- etc. 

Algorithms 

- MPEG-1 Video, MPEG-2 Syste 
m, Video, Audio, etc. 

Profiles 
- MPEG-2 Main Profile@Main L 

evel 

■gaffer* 

/MPEG-4 Visual: VOPEncoder 

VOPofarbitraryshape 

I 

MUX 

r Shape 
Coding 

,>                Shape                    t 
information 

6. _.   „ 
"    «"■ vur_o._arDi.raiy_M.apc        Motio_ 

in1 ormation Buffer 

V V 4 
Motion 

Estimation 
Motion 

Compensation 
Texture 
Coding 

/■ t 
i 

Previous Reconstructed m+i informatior 
vo P 

• VOP Encoder is based on each VOP 
• Shape Coding, Motion Est.Comp., Content-based Texture Coding Parts 

10 
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Concept, Development, Mass Production, and 
Applications of Artificial Retina Chips 

Kazuo Kyuma 

Mitsubishi Electric Corporation, Japan 
Email: kvuma@qua.crl.melco.co.ip 

Images of the real world contain a very large amount of informations which present image processing systems 
cannot analyze in real time with reasonable cost and low power consumption. In order to solve these problems, 
we have proposed and developed artificial retina chips (AR chip) which combines video camera function (image 
sensing) and image processing function, in a similar way to the human eyes. The basic principle of our AR chip 
is based on the novel type of optoelectronic vector/matrix multiplication. The core of the AR chip consists of 
the two-dimensional array of variable sensitivity photodetection circuit which have also been proposed by us. 
The matrix corresponding to the input image can be processed in analogue by applying appropriate electric 
vector to the chip. The possible image processing functions include conventional image sensing, edge 
extraction, variable resolution, 2D to ID image compression, pattern matching , noise elimination, and random 
acces. 

Several types of the AR chips with different resolution have been developed by using the CMOS technology. 
Among them, we have succeeded in the mass production of 128_$B! (J128 picels in February 1998.   The 
features of the AR chips over the conventional CCDs are fast image processing (on chip image processing), low 
power consumption, low cost. With use of these advantages, 500 million chips have been used up to date in 
several apllication areas which include games, security systems, communication systems, etc. In this talk, the 
concept, structure, operation principle, some applications, future trends of the AR chips will be introduced. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Concept, Development, Mass Production, 
and Applications of Artificial Retina chips 

Kazuo Kyuma 

Mitsubishi Electric Corporation 
System LSI Division 

Advanced Technology R&D Center 

Concept of Artificial Retina Chip 

9 
input 
Image 

—\ rr CCD/CMOS 
—' []_ Camera 

^   Image Output 

Image 
Capturing 

Image 
Processor 
(DSP, ASIC) 

■> f^) Processed Image Output 

Feature Extraction 
& 

Image Recognition 

(a) Image Processing System Using CCD or CMOS Sensor 

Artificial Retina Chip 
(Image Capturing & Feature Extraction) 

-> f&  Image Output 

Input 
Image 

 ► \ty Processed Image Output 

Micro-processor 
(image Recognition) 

(b) Image Processing System Using Artificial Retina Chip 



1299 

Configuration of Artificial Retina Chip 

Features 
-Programmable image processor 
-Realtime image processing 
(Frame Rate :1-500Hz tor 32x32 pixel version) 

-Single power supply (5V or 3.3V) 
-Low power consumption 

(Typ. 15mW for32x32 and 128x128 pixel version) 
-Low cost 

Multiplexer 
loul=W'S 
Processed Image 

Image Processing Examples 

0 1 

K 
■ /. 

-10 1 o 

A*A> 
Row 

Heu ral Network 

<3> O 

A B CS' : F G 
H  1 

ji . M N 
0 P Q R . i  T U 

V w X V E 

(a) Image Acquisition   (b) Edge Extradlon (c) Variable Resolution (d) 2D to ID Projection (e) Pattern Matching     (I) Random Access 
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Artificial Retina Chip / Module 

Name 
Group 

(Function) 
Function outline PKG Applications 

M64283FP 
Artificial 
Retina Chip 

128x128 pixels 
edge enhancement / detection 
2Dto1D projection 
Random access 

16C9-B 
Game, PDC 
PC inlerface 
etc 

M64283K Artificial 
Retina Chip 

128x128 pixels 
Edge enhancement / detection 
2D to 1D projection 
Random access 

20 pins 
Ceramic 
SOP 

Surveillance camera, 
security 
etc. 

M64285FP 
Artificial 
Retina Chip 

32x32 pixels 
Edge enhancement / detection 
20 to 10 projection 
Variable data rate 

10C2-C 

Game, 
PC interface 
etc. 

M64287U Artificial 
Retina Chip 

352x288 pixels 
2D «taring 
Built-in AD converter 

36 pins 
Ceramic 
LCC 

Security 
etc. 

M64289U Artificial 
Retina Chip 

352x288 pixels 
2D littering 
Built-in AD converter 
Color type 

36 pins 
Ceramic 
LCC 

Game. 
PC camera 
etc. 

PCA6050 
AG01-01A 
PCA6100 
AG01-01A 

Artificial 
Rellna 
Module 

Lens unit, Mitsubishi CMOS Image Sensor, 
and MCU are installed. — 

Game, 
PC interface, 
security 
etc. 

Algorithm 
Algorithm for 
Artificial 
Retina 

Optical flow 
Pattern / object recognition 
Numerals / bar code recognition 
Position recognition 

— 

Game, 
PC interface, 
security 
etc. 

Classification of Artificial Retina Module and Camera 

PDA (Personal Dala Assistants) 

fli   Wk      Sen»! j^H 
PC AitHWal FtaHiu S 

Wireless/stand alone type 

Security. Surveillance, PDA 

■ j- ■  m"i 
^M   ^A Server   -«•.    I        *^_ * ^B 

pc ■    A ArtUda) Retina 
Camera 

Wireless/network type 

Game, TV Telephone, PC Camera 

1 
Mlfdal Rates 
Camera 

Wired/stand alone type 

Security, Surveillance System 

Art*dal Retina 
Camera PC 

Wired/network type 

Stand Alone Type Network Type 
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Nintendo Game Boy Pocket Camera 

Retina Chip 

*—Feature Enhanced Image-» 

Input Image 

JX 
Output Image 

Interactive Game Controlled by Artificial Retina Chip 

Display (Game screen) 
The player can corfrrol the game character j 
withi his body movements. 

System Configuration 
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Fingerprint Recognition System 

Sensing Head 

Security Network System 

Captured Image 

Low-rciolutionMode     Uw-rasoMion Mode     . 
(No Movhg Ob|ect)        (No Moving Object)   A 

No.1 4 
Low-resolution Mode 

(No Moving Object) 

No2 

Host Computer 

Artificial Retina Camera 
• • • 

NoJ 

Motion 
Delected' 

No.1    ^^No2     ^No.3     MNoJ 

...-> 

Moving Object 
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Application of Super-Net AR Camera 
(Persona! Home Security System) 

Outside 

Portable Telephone 
with TV Monitor 

Super-Net AR Camera 

Future Development 

1. High resolution (Planning) 
VGA:640x480 pixels 

2. High speed (Planning) 
Frame rate: 100Hz 

3. Built in USB l/F (Planning) 

4. Built in image compression function (Planning) 
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Data Reduction via Auto-Associative Neural Networks 

Claudia V. Kropas Hughes 

Air Force Research Laboratory, Materials Directorate, 
Wright-Patterson AFB, OH, 45433-7746, USA 

Image analysis is a very complex process; many of the relationships are difficult to categorize, much less to 
program into a computer. The selection of features is the most challenging problem of image analysis, process 
discovery or sensor fusion. The features must be a data representation that will discriminate the information of 
interest from the rest of the image. A Neural Network can be a tool for rapid processing of data. Auto- 
associative Neural Networks (AANNs) are a form of self-organizing maps which can be used to reduce the 
dimension of the input data in a self-organizing fashion. Dimension reduction is closely related to feature 
extraction. Features are those datum that efficiently capture the information contained in the entire data set. 
The data set, has a "superficial" dimensionality of n, and the reduced space of the features that contain all the 
information about the data has an "intrinsic" dimension of m, where n>m. With this property, an AANN can be 
used to reduce an n-dimensional space to something more intrinsic to the actual data. 

Keywords: Image processing, Autoassociative Neural Networks, Feature extraction, Feature selection 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Autoassociative-Heteroassociative 
Neural Networks 

For 
Materials Data Processing 

Claudia V. Kropas-Hughes 
Air Force Research Laboratory 

Materials and Manufacturing Directorate 

Autoassociative & Heteroassociative 
Neural Networks (AANN/HANN) 
AANN — ^Output = Input HANN - - ^Output > <Jnput 

Hidden Layer 
iVon-linear l'unition) 

ll-.riikn Ldjjr 

iNnn-iiife-ar l'uncuonl 

Input Output 

EZ£> 
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Autoassociative-Heteroassociative 
Neural Network (A-HNN) 

IMTI 

lma°t- 1 
Data 

Ot IIMI 

<lin;i»c I 
Diiln)' 

(hiiiiuo 2 
llalu)' 

A-HNN 
INPUT 

Image J   gj 
Data 

(HTI'IT 

o   o   o   o   o 

I-sing 1 //WI/LV Uuhi S-Jt for ihc 
Encoding Portion of the Network 
Constrains the Hidden Layer 
Representations 

I 'omit ciints from the Encoding 
Portion of the Network means the 
Decoding Iranslhnmnums arc 
Consistent with the Original f)ui<i\ 
AND tlic Sect wdData Set 
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A-HNN 

£*Two Features of the New Architecture 

® Stability of AANN portion used for Network 

Generalization Robustness check 

* Use of input features as target outputs 

IMPROVES training performance 

A-HNN 
Stability of AANN 

Mathematically, stability of an AANN is determined by the infinity norm metric, that is 

the distance between the target values and output values achieved by the fully trained 

AANN. Specifically, font, the target output value, and zthe actual network output, 

where z is regarded as a weak perturbation of x, the AANN must be constructed such that 

dist(x,:> -es > 0 

For every AANN constructed, in which every pomtz is locally asymptotically stable, 
then the AANN is in performance of the training data range, and is interpolating and not 
extrapolating the information, (Reimann. IWSl This work demonstrates a means to 

. validate the operation of an AANN by evaluating the distance between the target \ allies 
and network outputs for each feature, for each training sample. An evaluation of the 
differences, the £ values, will determine the stabilin of the AANN. Any difference 
values greater than e, will demonstrate that the AANN is operating outside the stability 
range, e.g. outside the range upon which it was trained by the training data set. 
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A-HNN: Improved Training 

^Improved Training Performance 
• Comparisons with conventional Multi-Layer 

Perceptron (MLP) classification problems 
• Duplication of input features as target outputs 

provides a network that converges taster 
- fewer training epochs, or 
- fewer flops, or 
- smaller network architecture 

A-HNN 

^Three Examples 
• Image Processing 

• For Classification 
• \ORData 
• Material Properties Data 
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A-HNN: Image Processing 
1. Feature Extraction: Human Visual System Concepts Applied 

Fourier and Gabor: Limited 
Wavelets: Good compromise 

2. Associate the same features by the A-HNN 
Original images: 

Feature Extraction 

A-HNN: Image Processing 

Low-Low frequency pass wavelet im:wes (1 4 Hie original si?ei 

5 10 15 20 25 0 5 10 15 20 25 
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Feature Extraction 

A-HNN: Image Processing 
Line Plots of Col 10 from each of the CT and MR wavelet images: 
Note the bone vs soft tissue features are easily separated. 

Creator 
MATLAB. The Msthworks. Inc. 

This EPS picture was not saved 

This EPS picture will print to a 
PostScript printer, but not to 
ether types c* printers 

CT Data 

-.-.-.- MR Data 

Feature Extraction 

A-HNN: Image Processing 

^>! 
wavelet ■.i..i<*"inn: 

low-low Image 
Output 

Extract Features: 
Apply a 6xt Window. 

■:    .,orrApproxi matton Image ■w 

5 

10 K3I 
15 

.;::                 20 

/>IJ       Pl.2 

1>\\    I'z : 

/>: .      /'-.- 

PlK. 

10 15 20 25 
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A-HNN: Image Processing 
Data Presentation for the A-HNN 

MR Image Features 
MRpixit    MRpix,,    .    .    .    MRpix,_% 

WRpix      MHpix...    .    .    .    \IRpir .,; 

MRpixit   MRpix6 tffl/i/i,. 

MR Image Features 
Afflprä,;    Affipirl7    .    .    .    MRpixs,t 

MRpix2i    MRpix-,2    .    ,    .    MRpix1K 

WItnix,     MKp.'x, .    MRpixiX 

CT Image Features 
CTpixu    CTpixl2    .    .    .    CTpixx<j6 

CTpix2l   CTpix2a    .    .    .    CTpix2% 

CTpixv   CTpixi2    .    .    .   CTpix6g 

A-HNN: Image Processing 

Autoassociatiw 
Out pul 

Predictor 
Output 
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A-HNN: Image Processing 

Network Output Check. 

• Visual Subjectivity 

»Distance in Fourier Space 

•VDP Pixel-by-Pixel Comparison 

•Network Stability ofAutoassociative 

portion 

10 15 20 25 

A-HNN as a Classifier 

**XOR Data Set; 

~* Material Properties Data Set 
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A-HNN as a Classifier: XOR 
Network Output -> 
'les: Data t.nhel 

( li s(i 

Cla^ 1 

Class 0 Class! Undecided 

=,!»: 

:*o 

Multi-Layer Perceptron Confusion Matrix for XOR 
Data using ten nodes on the hidden layer each with 
sigmoid activation functions. 

MLP trained 
10 hidden layer nodes 
1000 epochs 
MSE of 0.320767 
78.6 million flops 

Network Ou'.pu: -> 
Test Data Label j 

Class 0 

Class 1 

Class 0 Class 1 I 'luk'f ided 

I5U 

(l 

(I 

150 

A-IIW ( ouliisioii Malriv I'm XUK l):it:i. nsiiii; Hie 
first input value as a target output value and five 
nodes on the hidden layer each with sigmoid 
activation functions. 

A-HNN trained 
5 hidden layer nodes 
1000 epochs 
MSE of 1.29785 
52.1 million flops 

A-HNN as a Classifier; Materials 
Data 

»* Ternary system (3-element compounds) material property data 
(Forming and Non-forming Compounds) 

"*■ Need to predict the ternary systems that will FORM new 
compounds 

2» Current Feature E xtracti on: 

-•• Material properties gleaned from journals and books 

• OftenNon-reproducible/Non-Veriiyable 

** Use A-HNN to associate the Material properties to Chemical 
Elemental Properties (atomic characteristics of each element): 
Associate the Material Properties with the Physical Nature of 
the Material 

**■■ Translate the experimentally determined features to physical 
property data that may provide more accuracy in classifying 
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A-HNN as a Classifier: Materials 
Data 

4104 chemical elemental 
properties vectors 

15 features in length 
3500 used for training 

Target values: 
15 features in length 

-number of electrons in the core, s-, p-, 
d-, and f-shcils for each element 

: Input Feature V 
Cbemicai Element 

ector 
"roperties 

Target Output Vector 
Atomic Characteristics 

a 

EIemem{a)ar 

ElemerMp)k, 

*> 

Subscript Variable 
1 - Number of Valence Electrons 
2 ~ Energy 
.-? - Zwiger Ratio 
4 - Melting Point 
S'A tomic Number 

 jt||fltlli;
:: 

A, 
f:lemetu(b)bf 

( 

Subscript 
c - Number of Core Electrons 
s - Ntmbw qf$~sheU Electron? 
p - Number ofp-shelt Etectr&m 

■ ' d - Number (>f d-shvll Etectram 
f- Number off-shell Electrons 

Ekment{c)t:a 

A-HNN as a Classifier: Materials 
Data 

Jnpu 
Chemicj 

t Feature 
.1 Kiemen. 

Vector 
t Properties 

a Output 

Elerawia)^ 

Vector Targe 

Input Feature Vector 
Chemical Element Properties 

OlJlput \ 

FJemcMbf' 

Sector 

/jV-Ti-nflj'^, Elfiw»t{b}b4 Ekmen^ajai Elattenrfc)z 

■ ■■ £ 

< 
i, 

£temant{t.]et J 
<*4 

** Etemenfyfa, 
c>. K 

e< 
b, 

c, 
Etemrm{<)c^ 

Sufaeriptx 
1 *- Number of Valance Electrons 
2 - Energ}' 
3 - ZungerJteiw 
4 ~ Melting Point 
5 - Atomic Number 
c - Nitmiw of Core Electrons 
s ~>Nwnk#r qfs-sheli Electrons - 

- . -<■   .    . 

Inputs- All 15 features 

largeix: Reduced subset 

of inputs 
hipum: Reduced 

subset of the 15 
features 

l^mvts  "'RcjccleJ" 
d - Number ofä-thell Electrons 
/- f&tmber off-ihdi Electrons 

Single-hidden-layer networks with 10 nodes input features. 
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A-HNN as a Classifier: Materials 
Data 
Network Configuration Comparisons 

Network Configuration 

VI INN 

MuKi-l .aycr Pi-rccpiron 

A-HNN: Subset of Inputs 
to Different Subset of 

Inputs as Targets 

A-HNN: Full Set of Inputs 
to Subset of Inputs as 

Epochs      Hidden    Network       Least       Number of 
Layer     Accuracy     Feature Flops 
Nodes Accuracy 

15.00H 2? '93.6%        83.4%      4.7955 E10 

30,000 

30.(100 

15 

20 

;40- 

92.2% 68%       4.3985 EI0 

88.8%        73.8%      5.3568 E10 

84.4%        67.4%     3.38619 E10 

A-HNN Best Accuracy 
Smaller Network 
Fewer Training Epochs 

Publications 

?*Patent Application 

• Autoassociative-Heteroassociative Neural Network 

2*Ph.D. Dissertation, Air Force Institute of 

Technology, May 1999 
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Image Processing Plume Fluence for 
Superconducting Thin-Film Depositions 

J.G. Jones*, R.R. Biggers*, J.D. Busbee*1, D.V. Dempsey*2 

G. Kozlowski 

* Air Force Research Laboratory, Materials Directorate 
Wright-Patterson AFB, OH, 45433-7746 

** Air Force Research Laboratory, PRP, Wright-Patterson AFB 
'Technical Management Concepts, Inc. Beavercreek, OH 45434 

2University of Dayton Research Institute Dayton, OH 45409 

Process control is a crucial element in all deposition techniques. It is especially elusive in the versatile and 
efficient deposition technique known as pulsed-laser-deposition (PLD). Image processed emissions from the 
plume of a YBa2Cu307.x (YBCO) target are monitored in situ to determine two dimensional spatial information 
about the plume. Manual and fuzzy-logic based regulation of laser energy based on this plume emission 
feedback resulted in improved film quality and repeatability of the PLD thin-film depositions. Imaging of the 
plume under various deposition conditions, both with and without process control, will help to improve 
understanding of the effect of changing environmental conditions on the plume characteristics. 

Keywords: Process control, Fuzzy logic, Image Processing, Control non-linearities, Process identification 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Image Processing Plume 
Fhtence For Superconducting 

J. Jones, R. Biggers, J. Busbee, 

D. Dempsey, G. Kozlowski 

Air Force Research Laboratory, 

Materials & Manufacturing Directorate 

Topics Coverei 

Introduction 

Puled Laser Deposition (PLD) Process 

In Situ Imaging 

Fuzzy Logic In Situ Control 
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Process Control Based on Imaging 

Pressure & Energy 
Correction 

Desired Plume                Frror Fuzzification 
Characteristic         c FAM 

And 
Dcluzzificalion 

;v;kv . 

1    ^        Faser 

(YV-►   Subprocess 

 * '         ▼    , |              Krror Rate Fuzzification  |           Gain     |                     | 

ISSBH 1           _T Q           i arget &. 

—J                            Plume 
1—'    i 1 Subprocess 

Plume Imaging 

Fuzzy Controller Block Diagram For 
Spatial Plume Regulation 

nod of Computing 
Change in PLD P 

Fuzzy Associative Memory Bank For Spatial Regulatior 

Error 
Rate 

P PF PH NH NH NF 
Z PF PH ZO NH NF 
N PF PH PH NH NF 

NL NS ZE PS PL 
Error 

NRules 

\o=- 
Xz,rnin(*,.^)| 
j=i  

NRules 

£min(Jr,^) 
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Innovations in Materials Design 

(abstracts and viewgraphs) 
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Toward the Future: Innovations in Materials Design 

Shuichi Iwata 

RACE, Faculty of Engineering, The University of Tokyo, 7-3-1 Hongo,Tokyo 113, Japan 

With the advent of personal computing and the internet, the opportunities for realizing new ideas and 
innovations are virtually limitless. In the context of materials development, an area which is pervasive and 
impacts nearly all aspects of our lives, these opportunities are potentially very profound. Materials design, as a 
profession and a field of research, has had an enduring legacy of contributions, involving methods ranging from 
first principle calculations to mesoscopic and macroscopic techniques, and more recently empirical or data- 
driven approaches. 

Innovation is often associated with a 'leap' in performance or breakthrough from one equilibrium point to 
another new point with new values.  Innovations require 'something' new as well as incremental efforts based 
upon a feasible and rational plan.   It is a dynamic process, driven by a 'sixth' sense and a human desire to 
discover.   This human aspiration to innovate will be driven by and will leverage an exploding' information 
technology age which will foster evermore creative environments for design. 

Users of these environments will use tools which evolve and adapt to the user community. The speed and ease 
of use of such environments will accelerate the fusion and synergy of varying opinions and ideas, while 
minimizing expensive trial and error. New insights, however unorthodox, may be explored more rapidly, and at 
minimal expense, via virtual design environments which enable the simulation and modeling of artifacts 
regardless of their complexity. In this context, we have organized this Innovations in Materials Design'session 
to stimulate your awareness of future directions for materials design, and more generally, we want you to 
reconsider the 'richness' of the computing resources, data, knowledge, methods, and communication technology 
available.. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Innovations 

in Materials Design 

RACE, The University of Tokyo 

Shuichi IWATA 

Facts, facts, facts. 

Nothing to say 
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Explanations based on Some Sciences 

Knowledge Primitives 

Constraints 

-Axioms, Theories, Rules,  

-Facts 
Self-organization Mechanism 

-Emotions, Evolutions, Emergence,  

Tentative Explanations to form New 
Knowledge Primitives 
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Dangers in Wr rA Market 
(winner -take-all market) 

• The Productive Edge? 

• Total Creativit; y in Business & Industry? 
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Di-, Tri-, Quadri-, Lemma 

Paradox 

Over-simplification   e.g.,r0xicity, witch Hunting 

Ambiguity ISSUeS       Nothing is better than my wife. 

A penny is better than nothing. 

Hence a penny is better than my wife. 

Closed Perfect / Open Fluctuation 
convergence, divergence, 
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SUN TZU ON THE ART OF WAR 
THE OLDES'l" MILITARY TREATISE IN THE WORLD 

translated from the Chinese, Bv LIONEL GILES, M.A. (1910) 

I. LAYING PLANS 
,.z,j  

26. Now the general who wins a battle makes many 

calculations in his temple ere the battle is fought. 

The general who loses a battle makes but few 

calculations beforehand. Thus do many calculations 

lead to victory, and few calculations to defeat: 

how much more no calculation at all! It is by attention 

to this point that I can foresee who is likely to win or lose. 
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Atomic Environments in Relation to Compound Prediction 

Jo Daams * and Pierre Villars ** 

* Philips Research, The Netherlands 
** Material Phases Data System (MPDS), CH-6354 Vitznau, Switzerland 

Predicting new materials and their respective physical properties is the most challenging objective for every 
scientist working in materials science. Experience, intuition and cooperation with other scientist have been the 
usual tools of the experimentalist looking for new specific materials. To date, our search for new rules, generally 
learned from experience, are mostly intuitive and typically undocumented. These unreported empirical 
approaches have prevented newcomers in material science from making use of these rules and/or regularities. 

Our main objective in this study was to collect together as many as possible of these rules or regularities by 
analyzing all the available published structural data. Combining these rules and regularities with theoretical, 
practical or empirical models could lead to the desired objective or should at least limit the "scientific area" to 
where a solution can be found. The first analysis method applied to the published structural data is a purely 
geometrical analysis. In this study, we analyzed the crystal structure of all intermetallic structure prototypes for 
their geometrical correctness and, by doing so, we also determined for each atom in the asymmetrical unit - the 
atomic environment or coordination polyhedron. After completion of this analysis, we were able to define a 
limited number of "most-frequently-occurring" Atomic Environment Types (AET's). 

It was then relatively easy to combine crystal structure data and AETs into coordination prototypes which 
resulted in a large decrease in the number of structure prototypes. The resulting structure prototypes combine 
varying crystal structure types into the same AETs and therefore into the same coordination prototype. We also 
separate out the odd partly-incorrect structure types from the correct ones. We use atomic properties, such as the 
electron negativity, the number of valence atoms and Zunger's pseudo potential radius for the construction of so- 
called Structure Stability Diagrams. In these SSD's it is possible to define very sharp three-dimensional volumes 
wherein compounds have the same crystal structure and, to a certain extend, the same physical properties. 

In Quantum Structure Diagrams (QSD's) the observed AETs and the calculated SSD volumes are combined into 
a 3-D space model which may result in a "semi empirical" prediction method. Although our method is by its 
nature limited to already observed materials and their physical properties because it is based on published data, 
studying it thoroughly will most certainly give us more insight into known materials and lead to new, so far 
unknown, roads to success. 

In our presentation we will introduce how the AET analysis is done and present some results for the 
intermetallic compounds. We will show how SSD's are constructed, using relatively simple mathematical 
expressions, from the above-named atomic properties and present some results. We will show how these 
methods are combined into QSD's and present some QSD's which were used to predict new materials. 

General Reference 

Chapters 11&15 of "Intermetallic Compounds, Principles and Practice", edited by J.H. Westbrook and R.L. 
Fleischer. Published by John Wiley & Sons (1995). ISBN 0-471-94219 7. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Atomic 
environments in 

relation to compound 
prediction 

Jo Daams1 & Pierre Villars2 

1. Philips CFT, Prof. Holstlaan 4,5656 AA 
Eindhoven, The Netherlands. 

2. MPDS, Schwanden 400, CH-6354 
Vitznau, Switserland. 



1341 

Outline 

1) Atomic environment and co-ordination types 

2) Structure stability diagrams 

3) Quantum structure diagrams 

4) Conclusions 
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Most frequently occurring AETs 
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Analysis and Visualization of Category Membership 
Distribution in Multivariate Data 

Y.H. Pao*, B.F. Duan*, Y.L. Zhao* and S.R. LeClair** 

* Case Western Reserve University 
Cleveland, OH 44106 

** U.S. Air Force Research Laboratory 
WPAFB, OH 45433-7746 

This paper reports on some advances in generic data processing procedures with focus on a specific materials 
discovery and design task.  The task is to predict whether a new ternary materials system would be compound 
forming or not, with the prediction to be based on knowledge of many other known exemplars. The activities 
and results of three related efforts are described in condensed form in this paper. In one effort, using a 
combination of clustering and mapping procedures, an accuracy of more than 99 % was attained in predicting 
the category status [compound forming or not] of new ternary systems. A second effort addressed the question 
of how to identify redundant or superfluous features. A procedure for identifying the extent of functional 
dependency amongst features was developed. That procedure can be used to remove redundant features. A third 
effort addressed the question of how to obtain reduced dimension representations of multivariate data, albeit at 
the cost of loss of some information. Visualizations of low-dimensional representations can be helpful in 
building up holistic views of data space, for use in exploration and discovery of new materials 

Keywords: Materials systems, compound forming, ternary systems, self-organization, cluster analysis, regional 
analysis, category membership, membership homogeneity. 

Introduction 
In the analysis and understanding of large bodies of complex multivariate data, categorization can be of help. 
Categories serve as large filing folders in the organization of knowledge and data. Category labels serve as filing 
labels. If the category membership of an object is known, many other attributes ofthat object can be inferred. 
The manner in which category membership varies with position in data space can also provide suggestions for 
discovery of new objects with specific properties. 

But it is difficult to understand a large body of high-dimensional data. For example, if a body of data items are 
presented with ostensibly known category membership labels, it is difficult to portray the distribution of the 
category membership information throughout the high-dimension data space. Accordingly it is then difficult to 
judge whether the data information is reasonable, what regions are homogeneous or nearly homogeneous in 
category membership and what regions are not, and what inferences might be drawn about the likely category 
membership of other possible new data items. This document describes a suggested systematic procedure for 
attaining an understanding of large bodies of high-dimensional data. The methodologies include the following: 

(a) Self-organization of data items into clusters on the basis of similarity in high-dimensional data space 
(b) Analysis of clusters in terms of category homogeneity 
(c) A neural-net analysis of the details of category membership distribution within the clusters 
(d) Analysis of clusters in terms of regional distribution of category membership 
(e) Reduced-dimension visualization of distribution of category membership 

Item (a) consists of known practice. New insights and practices are introduced in (b) and (c), with item (c) 
yielding outstanding results, and item (e) is new both in theory and in practice. The work discussed in this paper 
was motivated by the need for a materials discovery and design task. The objective is to be able to predict 
whether new compounds might be formed with a set of three atomic elements. Much is known about binary 
systems but less is known about ternary systems. However, it would be desirable if one were able to allocate any 
and all ternary systems to one of the two categories, compound-forming or non-compound-forming. Expensive 
empirical searches for compounds can be avoided if there is guidance from data that it is highly unlikely that the 
ternary in question would form compounds and new materials, or not. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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ANALYSIS AND VISUALIZATION OF 
CATEGORY MEMBERSHIP 

DISTRIBUTION IN MULTIVARIATE 
;|||||§§f§ -^If -;Di^^;f ;;J^^g?| 

Yoh-Han Pao 

Baofu Duan 
Yanli Zhao 

CWRU 

Topics Covered 

Prediction of Category Membership of New 

Materials Systems 

Investigation of Feature Redundancy 

Search for Alternate Features 

04-I IW Ca.se Western RtocncUnivLTsitv   ""■    "' 
CWRU 



1363 

Statement of Task 

Predict whether a new ternary materials 

system will be compound-forming or not, 

with knowledge of a body of known 

exemplars. 

0- :ri«'W                                                           CUM-Western Ki'M-rw l nivcrnili   XiipTi 

Representation of Ternary Systems 

Each element is            Feature Names 

features, i.e., each          # No of Va|ence Electrons 
ternary system is               ,VB 

represented by a 
.    . _                        • Melting Temperature (MT) 

vector in 15- 

• Electronegativity (EN) 

«4 21 I<m                                                               C :,t Western R^TVC I niv^Uj    " 
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Data Sets Used 

part of( set 2 + set 3) 

04/21/1999 

Data Set Population Forming Status Used As 

Set1 1067 Non-former Test 

Set 2 2327 Non-former Training 

Set 3 4031 Former Training 

Set 4 244 Mixed Test 

Set 5(*) 4742 Mixed Training 

Set 6(*) 1616 Mixed Test 

Cisc WC-ILTII Uoscni: l.ni\L-rsil\ 
CWRU 

Estimate Category Membership (1) 

Intra-Cluster Neural Net Prediction 
- clustering in 15D space, 158 clusters formed 
- training one neural net for each cluster 

- to predict, first find the nearest cluster, then 
apply the neural net of that cluster 

- advantage: fast, acceptable accuracy 

- disadvantage: in case a pattern is on the border 
of several clusters, the mapping may not be 
learned properly by only one net. 

se Wcs 
CWRUI 
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Estimate Category Membership (2) 

• Local K Nearest Neighbor Neural Net Prediction 

- training neural net based on K nearest patterns 

- one specific net for each test pattern 

- advantage: mapping is learned for local 

neighborhood 

- disadvantage: time-consuming, computationally 

expensive 

04,21/1999 (".IM.- Western Reserve UnivorMiy 
-   CWRU 

Prediction Results 

• Trained on Set 5 

• Accuracy of 98.9% is 

obtained for Set 6 

• Only about 30% 

accurate for Set 1 

• High accuracy for Set 4 

l/aii- Wcalorn \U CWWJ! 
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Nonlinear Functional Correlation 
Amongst Features 

►If a feature is functionally correlated with other 

features, its value could be predicted 

Hearn a mapping from N-1 features to the A/th 

feature 

»Training on 1/3 of the elements, 1/3 for 

generalization, and 1/3 for test. 

(JJ 2\ |ti.ji) (.'.IM.' WuMcri: Kc.-crvi: I "ni\ crsitv CWRU! 

Predict Electronegativity 

1.2 
•—Actual Values 

• - Pied cted Values 

W2I l"Ov Case Western Reserve I nitur«ilv 
CWRU 
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Predict Atomic Number 

-Atucal Values 

-*- Predicted Values 

H   B   O  Mg   P   K   Ti   Mn  Ni   Öa Se  Sr  Nt> Ru Ag Sn   1   La  Nd Eu   Dy Tm Hf  Re PI   Tl   f>o Ra Pa  Pu 

Elements 

04/21/1999 Case Western lli.-yi.Tvc Uni\a>il\ 
CWRU 

Variance of Error in Predicting Features 

\N VE 

Vnr- —  X if   -/f      f -.Mtunl value,   J : pmliaM valut' 
«1,1    '      ' i i 

IU~1\ IW I'ase Western Rcsin-tv I'liivcrsiiv a/wu! 
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Question: 

Is the functionally correlated feature 
superfluous In terms of predicting category 
membership? 

04 21 I1")» (_:IM: Western Kcscrtc l-rmcrsiiv 
CVMI 

Identification of Superfluous Features 

TSütt    None 
! Included 

AIsHENfl AN*% 1ÄN+VE |AhHMT| 

BEUT         lg 21    ■    23        30 34 
:r™i-.' 0S.8Ö- 

Features      .-AJJ 
Excluded 

~~98.7   ' 98.58 j" 98.14_ "" 97.79" 

■ EN MT -     VE       Zr   • 

linwr   ■      lg •23        23        24 27 

(Hwa%   9889 ""08.58     98~58    9&51 98.33 

(wci iw> Case Western 
Reserve l,.n.rsuv   CWRUI 
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Search for Alternate Features 

rgyä 
¥9.5 

¥9.01 

Set 6 Sctl 

04/21/1999 

» With no specific preference, 
Mendeleev Number(MN), 

Energy lonization 1st (El) 

were used as alternate 

feature for Atomic Number 

• Knowledge is needed to 
guide the search for more 

alternate features 

Ciii.- WcMcm RCSLTVO I'nhivsity CWRU' 

Comments on Results 

• Local net for predicting category membership is an efficient 
and effective approach; 

• Functional correlation between features may not be useless 
in predicting category membership for ternary systems ; 

• Prediction of category membership might be possible with 

less than five features per element; 

• Knowledge of materials systems is needed to guide the 

search for alternate features. 

U4 ; i iw I'-iiO WLMC.-T KesiTve l.nnursiu 
CWRUi 
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Whitney Reduction Networks for Process Discovery 

Mark E. Oxley 

Department of Mathematics and Statistics 
Air Force Institute of Technology 

2950 P Street, Wright-Patterson AFB, OH 45433-7765 
Email: moxley@afit.af.mil 

ABSTRACT 
One of the best known methods for dimensionality reduction is the Karhunen-Loeve 
transform, or principal component analysis (also know as proper orthogonal 
decomposition or singular value decomposition). This empirical linear transformation is 
appealing given it is based on solving an eigen-vector problem which produces an 
optimal spanning subspace. Alternatively, empirical nonlinear transformations may be 
generated, for example, by computational neural networks or radial basis function 
expansions. These adaptive mappings may be determined by solving both smooth and 
combinatorial optimization problems. Such nonlinear mappings have the advantage that 
they may be used to efficiently model manifolds as opposed to subspaces. 

This talk will present an application of Whitney's embedding theorem to the data 
reduction problem and will introduce a new reduction technique motivated, in part, by a 
constructive proof of the theorem. In this setting, we introduce the notion of a "good 
projection". We show it is useful to optimize empirical projections with respect to their 
inverses, i.e., these should be well-conditioned. One possibility is computation of the 
singular vectors of the secants of the data. This may be improved upon by using an 
adaptive algorithm. A method for constructing the nonlinear inverse of the projection and 
a discussion of its properties will also be presented. Finally, well-known methods of data 
reduction are compared with our approach within the context of Whitney's Theorem. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Introduction 
Complicated physical processes which 
have dissipative dynamical evolution 

. exhibit self-organizing behavior 
• are naturally described by low- 

dimensional models 
. have data that tends to cluster in small 

volumes of the total space 

It is within these subspaces, or 
submanifolds, that low-dimensional 
description may be obtained. 



1373 

Dimensionality Reduction 

Let aeAczR" and G be a dimensionality 
reducing mapping, i.e., 

G.A^BczR m 

b = G(a) 

Let H be a reconstruction mapping 

H:B->A 

a = #(b) 

Empirically determine approximations G, H 
to G, H such that 

( tf-i7oG(a)||2) = min 

See Kirby (1999) for extensive discussion. 
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Whitney Reduction 

Easy Whitney Embedding Theorem 

Let M be a compact m-dimensional 

submanifold of R  where q > 2m+1. 
T\ s YV) "4-1 

Then there is an embedding of Min K 

This theorem says: 

• Linear reduction permissible (almost any) 
• Reduction dimension attained d= 2m + 1 
• Reconstruction nonlinear, but domain 

given. 

Additionally, we seek to construct mappings 
of minimum complexity. 
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Process Analysis 

Let/denote the process (known) with 
input set /, control parameters ß, and 
output set O. 

Given a reduction mapping G:0->0 and 

reduced model / now 

f = Gof:IxQ-+0 

and 
f = Hof 
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Choice of Mappings 

• H and G linear 
• H and G nonlinear 
• H linear, G nonlinear 
• H nonlinear, G linear 

Globally or locally 

H and/or G analytical, empirical or mixed 

vJ IJC * • •    • • 

• Neural networks 
• Radial basis functions 
• PCA (i.e., SVD) 
• Other 
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Example: Bottleneck Neural Networks 

Reduction mapping G is nonlinear 

Reconstruction mapping H is nonlinear. 

At least 3 hidden layers in feedforward 
MLP; nonlinear optimization problem. 

(See Kirby and Miranda, 1999) 
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Process Discovery 

Let/ denote an unknown process 

Given data in I, £1, O determine an 
approximation to/. 

Let A = Ix£lxO choose reduction mapping 

G:A^B 

thus we work in a smaller space B. 
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Conclusions 

1 .Whitney's theorem guarantees that we can 
work in a smaller space. 

2.Working in this smaller space will be less 
complex to discover the unknown process. 
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Intelligent Materials Processing by Hyperspace Data Mining 

Nianyi Chen, Donqping Daniel Zhu and Wenhua Wang* 

Zaptron Systems, Inc., Mountain View, CA USA 
Email: dan@zaptron.com 

* Salomon Smith Barney, 250 West Street 8th Floor, New York, NY 10013 USA 

ABSTRACT 
This paper discusses application of hyperspace data mining to materials manufacturing. We introduce an 
innovative hyperspace method whereby data are separated into subspaces, features selected according to 
data patterns, and control rendered in the original feature space. This technique has three major advantages: 
no equipment is added, no experiment is needed, and no interruption occurs to production. A number of 
proprietary algorithms have been built into a software product, MasterMinefM, for use in materials design 
and manufacturing. Examples are given to show the efficacy of the proposed method and MasterMiner tool. 

INTRODUCTION 
In spite of a 5,000 year long history of developing, manufacturing and using materials, drugs and chemical 
products, we continue to search for new materials and substances to meet the ever-increasing needs in 
industry, agriculture, health, and national defense. Historically, the exploration and development of new 
materials (substances) has been based on experimental or trial-and-error methods. The more recent trend in 
materials and molecular design has focused on studies of the relationships between material structure and 
material property by quantum chemistry. Today, more sophisticated methods, such as artificial intelligence, 
data bases and computer information processing, are being used to build expert systems to narrow the 
search for desired information. The computer-aided methods have been the main stream in the field of 
advanced materials design. As the latest method in materials research and process control, intelligent 
processing of materials is adopted in manufacturing new materials. 

Today, materials design and manufacturing is not only a hot research topic at research institutes, but also an 
important business in industry. A completely new methodology is being developed in the research and 
development of advanced materials and substances. In general, there are three levels of computerized 
materials design: Level 1. Use quantum chemistry, solid physics, and structural chemistry to study 
relationships between material microstructure and property; Level 2. Explore the development of new 
alloys, ceramics and semiconductor materials by using phase diagrams, thermodynamics and kinetics; 
Level 3. Apply pattern recognition, data mining, neural nets, and genetic algorithms to optimize the 
manufacturing, processing and property of materials. Very often this is accomplished with the aid of data 
base, knowledge base and knowledge discovery. The method reported herein falls in Level 3. 

Data mining [1] [5] [6] is the process of discovering meaningful new correlations, patterns and trends by 
sifting through large amounts of data stored in repositories, using pattern recognition technologies as well 
as statistical and mathematical techniques. Data mining in fact is an optimization technique that has found 
practical applications in many industries, including materials design and manufacturing, drug screening and 
production, steel making, power generators, petro-chemical, and operations management [1] [2]. 

The most important part in material data mining is the capability to separate data samples in a multi- 
dimensional hyperspace spanned by a number features. The task of data mining is to determine the data 
pattern from a given set of data. Once a data pattern has been recognized, an artificial neural network can 
be trained to find the mathematical model for the pattern. Then a genetic algorithm can be developed to 
search for the global optimum. Finally, the knowledge obtained by the expert system, including the 
mapping graphics by data mining, criterion equations, trained neural nets and the optimum boundary, is 
stored in a knowledge base for later use. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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PROBLEM BACKGROUND 
By nature, a material design problem is an optimization problem, and methods in pattern recognition and 
data mining can be used to offer effective solutions. Most pattern recognition methods are based on the 
computerized recognition of the multidimensional graphs (or their two-dimensional projections) of the 
distribution of samples from different classes in a multidimensional space. Independent variables (often 
called system input, features or factors) influencing the target (dependent variable or system output) are 
used to span a multidimensional space. 

We can describe samples of different classes as points with different symbols in these spaces. Various 
pattern recognition methods can be used to 'Vecognize" the patterns shown in the graph of distribution 
zones of different samples. In this way, a model, qualitative or quantitative, can be obtained that describes 
the relationship (or regularity) among targets and factors. If we adjust criterion of classification, semi- 
quantitative models describing the regularities can be found, if noise is not too strong. Unlike regression 
methods (linear regression, nonlinear regression, logistic regression, etc.) or the artificial neural networks 
(ANN) [4] that provide quantitative solutions, pattern recognition methods often provide semi-quantitative 
or qualitative solutions to classification. This is of course a limitation of pattern recognition methods. 
However, this is not always a disadvantage, because many data sets exhibit strong noise, and a quantitative 
calculation would be too precise to present them. Besides, practical problems in many cases are of the 'yes 
or no" type, and pattern recognition is especially suited to offering adequate solutions to them. For 
example, a problem may be "whether the fault will occur or not", or "whether an intermetallic compound 
will form or not." 

A number of common pattern recognition methods have been built into MasterMiner software. They 
include Principal Component Analysis method (PCA), Fisher method (Fisher), Partial Least Square method 
(PLS) [3], Sphere-Linear Mapping method (LMAP), Envelope method (Envelope), Map Recognition 
method (MREC), and Box-Enclosing method (BOX). PCA, PLS and Fisher methods are traditional pattern 
recognition methods, and their principles are described in standard textbooks. In general, limited separation 
is achieved by traditional PCA or Fisher method when the data exhibit strong non-linearity. The other four 
methods listed above are developed specially for processing complicated data sets. In the sphere-linear 
mapping (LMAP) method, computation starts by moving the origin of the initial data coordinate system to 
the center of sample points of class "1", followed by finding a hyper-ellipsoid to enclose all sample points 
of class "1". By a whiten transformation, this hyper-ellipsoid is changed to a hyper-sphere. The 
multidimensional graph of the data points is then projected onto a series of two-dimensional planes to form 
a number of 2-dimensional maps on the computer screen. 

A HYPERSPACE DATA MINING METHOD 

Data Separability 
The data separability test of MasterMiner is designed to investigate the possibility of separating data points 
from different populations or clusters in a hyper-space. If the data are separable, it may be possible to build 
a mathematical model to describe the system under study. Otherwise, a good model can not be built from 
the give data and more data or data processing is needed. MREC (map recognition by hidden projection) is 
a method used to choose the "best" projection map from a series of hidden projection maps. Here 'best" 
implies that the separation of sample points of different classes is better than those obtained from other 
maps. In MasterMiner, MREC is used together with the '^uto-square" method to provide the so-called 
MREC-auto-square solution. In each projection map, sample points of class "l"are automatically enclosed 
by a square frame (as shown in Fig. 1), and a new data set is formed that contains only sample points within 
this "auto-square." This new data set will be used to in model building for diagnosis or failure recognition. 

After this auto-box operation, a second MREC is performed on the new data set to obtain a new 'best" 
projection map where sample points remaining in the auto-square are separated better into 2 classes. After 
series of such hidden projections, a complete (close to 100%) separation of sample points into different 
classes could be realized. It has been shown that MREC-auto-square method is much more powerful than 
the traditional patter recognition method. 
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The physical meaning of MREC-auto-square method is explained as follows: each '^uto-square"represents 
actually a square "tunnel" in the original multidimensional space, and several such tunnels would form a 
hyper-polyhedron in this space by intersection of all tunnels, as shown in Fig. 1. This hyper-polyhedron, 
enclosing all "1" sample points, defines an optimal zone in the multidimensional space, if all or most of the 
samples of class '2" are separated from this zone because they are located outside of this hyper- 
polyhedron. 

Fig.l Polyhedron formed by square tunnels. 

sample points of 
ciläss "T 

Fig.2 Principle of the Envelope-Box Method 

Back Mapping 
Since the hidden projection by MREC transforms data from the original measurement (or feature) space 
into a number of other orthogonal spaces, we need to back map the transformed data into the original 
feature space to derive mathematical models for practical use. A method called PCB (principal component 
backing) [2] has been developed whereby a point representing an unknown sample from a low-dimensional 
principal component subspace is back-projected to the high-dimensional space of original features. In 
PCB, non-linear inverse mapping and linear inverse mapping are used to obtain an accurate solution to 
predicting sample points in the optimal region. 

Let X be a standard training set with n samples and m features, and let Y be the sample set in the PC 
(principal component) space corresponding to X in the original feature space. We have Y = XC, where the 
columns of C are the eigenvectors of the covariance matrix D (D = XTX) for the training set X. The 2-d 
subspace of PCs consisting of Cu and Cv is defined as the main map where samples are assumed to be 
completely classified. A point P in the main map represents the unknown sample, and it is described by two 
variables, ypu and ypv, respectively. In general, p is expected to be an optimal sample if its neighbors are 
optimal points. In order to back transform an unknown sample point to the original space, i.e., to find 
X*p, one has to determine its boundary conditions; otherwise, an uncertain solution will occur. Two types 
of conditions are proposed for PCB: non-linear inverse mapping and linear inverse mapping. 

In non-linear inverse mapping (NLIM), let the error functionE be defined as 

(    n \ 

E = r> (dpj-dpj'f (I*) 2^ 
where 

rn 

da* = (X (xPk - xjk)2 y2 

k=\ 

dpj=[(yPu-yju) -(ypv-yp) ] 2-11/2 



1384 

Here dp/ is the distance from the unknown sample represented byp to all known samples in the subspace 
defined by PCs two coordinates, w and v, and is the same distance in the original feature space. Non-linear 
optimization method is utilized to compute the values of zpk that minimizes the error function E. The 
solution using NLIM boundary condition is only an approximation, because the parameters obtained in this 
way depend to some extent on the trial coordinates in the original space. 

Linear Inverse Mapping (LIM): Besides the 2-d subspace of PCs consisting of CM and Cv, there exists an 
(»z-2)-dimensional subspace of PCs consisting of C; (/ = 1, 2,..., m and i * u, v), since C is derived from the 
covariance matrix D (m x m). When the projection of point p, which is described by ypv and ypv in the 
main map, are determined with ypi (i=\, 2,..., m and i * u, v) in the (w-2)-dimensional subspace, a set of 
simultaneous linear equations cab be obtained as 

77 

yPk=^cjkXpj 

y=i 
Where k = 1, 2, ..., m, and the set of linear equations can be solved for the parameters of the unknown 
sample point corresponding to point p. The linear inverse mapping will always produce an exact solution. 
As to the projection of point p, in general one can let point p be at the center of the region containing the 
largest number of known optimal samples so that the unknown sample has properties similar to its 
neighbors, the known optimal samples. 

Auto-box for Concave Polyhedron 
Since both the MREC and envelope method can only form a convex hyper-polyhedron, they can not 
separate the sample points of different classes if the distribution zone is not a convex but a concave 
polyhedron. In these cases, another technique, the BOX method shown in Fig. 2, can be used as an effective 
solution. When there are some sample points of class '2" still remaining within the hyper-polyhedron after 
applying the envelope method, a smallest multidimensional "box" will be built by MasterMiner to enclose 
all sample points of class '2" (or class "1"). 

We can build a box within the hyper-polyhedron in an effort to enclose all '2" sample points. If the box so 
built contains no sample point of class "l"(or only very few points of class "1"), rather good separation 
will be achieved by throwing away those sample points (mostly of type '2") in the box. In fact, BOX of 
MasterMiner is a tool for virtual data mining. It can also be used to separate sample points of class '2" 
from that of class "1". BOX method itself has limited use, but it becomes a very useful tool in virtually 
mining the data space when combined with the MREC or Envelope geometrical method. 

Factor Selection - not a text-book approach 
Analysis is performed in the m-dimensional factor (or feature) space. Any system model must be built on 
the selected factors that represent the operating rules of the system. Therefore, selection of an appropriate 
set of factors is very important in data mining. Inappropriate selection of factors may lead to unnecessary 
complexity and introduce noise to the data. There are two general approaches to feature selection. One 
approach is to use the first principle method to study the physical, chemical or electrical properties and 
perform experiment and take measurement to diagnose major factors. The second approach is to use pattern 
recognition and optimization techniques to find the relationships among various factors from history data. 

Strictly controlled factors - many important factors are already under close control and vary very little in 
production process, and they should not be considered as important factors. Pay more attention to other 
factors. 

Common vs. specific factors - common factors from text book or common sense knowledge may not apply 
to a specific process in a specific case. Attention should be directed to finding those factors that are specific 
to the process under study. These specific factors are more important than the common factors. 

Evolutionary factors - even with the same process in the same plant, the priority of the identified factors 
may change. While one factor may be the deciding factor in solving the bottleneck problem, it may be less 
important than some other factors in solving the product quality problem of the same plant. 
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Minimum set of effective factors: this is the min set of factors that can be used to represent the system under 
study. An interactive and iterative technique has been developed in MasterMiner to identify this factor set, 
which has been proved highly effective and efficient in many industrial applications. 

Factor Multiplicity - a concept borrowed from molecular chemistry that describes the multiplicity in the 
phase change of a substance. In an optimization problem, Y = f(Xl, X2, X3, ...,Xi,..., Xn), factors Xl, X2, 
X3, ...,Xi,..., Xn and target Y are interchangeable. For instance, Xi = g(X, X2, X3, ...,Xi,..., Xn) describes 
another optimization problem for the same system. This means that factors are not fixed in a problem, and 
the challenge is to identify the best factors for one specific problem using an efficient and effective method 
in addition to expert's knowledge and experience. 

EXAMPLES OF DATA MINING IN MATERIAL MANUFACTURING 

Case 1 Optimization of Synthetic Rubber Production - Butadiene Rubber 
Background: We used MasterMiner to process data from a rubber factory to improve product quality. The 
performance of butadiene rubber is, in general, determined by the ML value of the product of 
polymerization. ML is a parameter related to the molecular weight distribution of polymeric products. The 
production requires ML value to be in the range of 43 - 47. A rubber with too high ML value has low 
elasticity, and one with too low ML value has low tensile strength. Since polymerization involves chemical 
reactions, heat transfer, mass transfer and fluid flow, it is impossible to find an effective mathematical 
model from "first principles". The objective is to use historical records to build an empirical relationship, 
since exact modeling is impossible. The ML values from historical data were divided into 3 classes: class 1 
for ML < 43, class 2 for ML within the interval [43, 47], and class 3 for ML > 47. A total of 45 factors 
were identified that could possibly affect the molecular weight ML of the material. These include 
temperature, flow rate, feed of catalyst, feed of solvent oil, etc. After data mining, we discovered 5 factors 
{Zl, Z2, Z3, Z4, Z5}, called principle factors, that have significant effect, as shown in the following table: 

Factor Property 
Zl feed of butadiene 
Z2 feed of solvent oil 
Z3 feed of catalyst 
Z4 temperature of feed 
Z5 temperature at lower part of first reactor 

Results: Using MasterMiner, we successfully built a reliable mathematical model for the ML value in the 
5-dimenional hyperspace spanned by {Zl, Z2, Z43, Z4, Z5}, as follows 

ML = 2.111-0.661Z1-0.00636Z2+0.03737Z3+0.01255Z4-0.02397Z5 

This model was used to control the material manufacturing with good results. The rate of on-spec butadiene 
rubber (of good quality) was increased from 71% to 95.2%, and the production yield rose from 89% to 
93%. Net annual revenue in the factory was increased by US $0.25 million. 

Case 2 Predictive Control of Chaotic Processes 
Often a process appears to be unreproducible due to chaotic processing, i.e., in producing ultra fine Al- 
powder for PTC, the particle size is inconsistent from batch to batch since reproducibility is not very good. 
By data mining using MasterMiner software, it was found that the particle size distribution is related to the 
UV spectra change of the aqueous solution before precipitation of aluminum hydroxide. Based on this 
relationship, we developed an effective method to improve the quality of the ultra-fine Al-powder. By 
monitoring the UV spectra before precipitation, we can predict if the particle size of a batch is "too fine" or 
"too coarse," and then adjust the pH value of the solution to within specification. In this way, the particle 
size distribution becomes more uniform. In one factory, inconsistent particle size was observed in PTC 
ceramic production with an on-spec product rate below 60%. A method was needed to control product 
quality. The material used is a ultra-fine A1203 powder. The chemical reaction is 

NaA102 + H20 --> Al(OH)3 4. + NaOH 
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Control Process: add acid or base to control (speed up or slower) the above induction process, or change the 
cooling rate to alter the manufacturing process. Heated Al(OH)i powder was formed with a particle size 
distribution near Gaussian. The A1203 powder is then formed and used in the control system. A method was 
designed to discover a relationship wherein a violet light at wavelength 2800 Ä is applied to the material 
being formed to measure transparency variations. MasterMiner provides a predictive control solution to this 
manufacturing process by predicting product quality 30 min before finish from measurements of the 
resistance curve of a A1203 blob being formed. Control is achieved by changing cooling rate to control the 
final resistance at 60 minutes. Using this method, product quality improved from 60 to 100% in 500 tests. 

Case 3 Energy Saving in Aluminum Production 
Background: In aluminum production at one aluminum factory, 5,000 electrolytic cells are used in an 
aluminum leaching process. An electric current of 100,000A is applied to each of the cells. The anode of 
the cells is made of an electro-conducting alloy (Fe-P-Si-Mn-S). High electric power consumption was 
caused by the high resistance of micro-cracks formed in the cell alloy during production. The voltage drop 
across each cell is 0.4-0.5 volts, and the total power consumption by the 5,000 cells in the aluminum 
production line is about 0.5x100,000x5,000 = 250,000,000 watts = 250,000 kW. Therefore, the goal is to 
reduce power consumption by reducing the micro-cracks in the alloy. History data from operations were 
used to build a feasible model that can be used to control and reduce the formation of micro-cracks in the 
cell alloy. 5 major factors have identified that control the formation of the micro-cracks on these cells. 
MasterMiner offered the following advisory to reduce the formation of the micro-cracks: Mn (al) 
increased, Si (a2) reduced, C (a3) no change, S (a4) no significant influence, and P (a5) no change. AT the 
end, the cracks were significantly reduced, and the factory saved electricity by 3,000,000 kWh per year 

CONCLUSION 
The proposed hyperspace data mining is very effective for modeling complex chemical systems, involving 
heat transfer, mass transfer, fluid flow and chemical reactions. Based on the built models, optimization can 
be realized by intelligent control. It can optimize many materials preparation processes, including high 
temperature (Tc) superconductors, ceramic semiconductors (Ga, In), (P, As, Sb) film by MOCVD method, 
rare earth-containing phosphor, alloy steels, etc. The method is also applicable to optimize etching, VCD 
and other IC processes in semiconductor production. Industries where MasterMinefM has been applied are: 

Chemical industry: quality improvement of synthetic rubber, fiber, plastics and fine chemicals 
Metallurgical industry: quality improvement of alloy steels, energy saving in metallurgical 
manufacturing, new alloy steel design, optimization and bottle-neck problem-solving 
Petrochemical industry: Yield and quality improvement of jet fuel, gasoline, solvent oil and others 
Automotive industry: Quality control in casting, heat treatment and electroplating processes. 
Semiconductor industry: Wafer yield control, VPTC semiconductor quality improvement. 
Materials industry: Carbon-fiber reinforced composite materials, new phosphors as lighting material 
Pharmateutic industry: Yield control in fermentation processes, drug design. 
Energy saving and environmental control: reduction of dust emission from kilns, energy saving. 
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ABSTRACT 
At present, hundreds of data bases (DBs) on substances and material properties have been developed. The prime 
aim of their operation is information service. Fifteen years ago, we proposed to use an extensive information of 
DBs not only for information service but also for searching for regularities in data and the application of these 
regularities for prediction of new substances. The semantic networks of special interest were used to search for 
regularities. Using these deduced regularities, we have predicted thousands of new compounds in ternary, 
quaternary and more complicated systems and have estimated some of their properties (crystal structure crystal 
type, melting point, homogeneity region, etc.). Comparison of our predictions with experimental data, obtained 
later, showed that the average reliability of predicted inorganic compounds exceeds 80 %. 
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ABSTRACT 

At present the hundreds of data bases (DRs) OH 
substance and material properties are developed. .The 
prime aim of their operation is an inforittati«» service. 
IS years ago we proposed to use an.extensive 
information of DBs not only for information service 
but tor searching for regularities In data and the 
application of these regularities for the prediction of 
new substances also. The semantic: ttetworicf of special 
kind were used for the search for regularities. Using 
deduced regularities we have predicted the thousands 
of new compounds in ternary, quaternary and more 
complicated systems and estimated their some 
properties (crystal structure type, mehing point» 
homogeneity region etc.). The comparison of our 
predictions with experimental data, obtained later, 
showed that the average reliability of predicted 
inorganic compounds exceeds M %» 
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INTRODUCTION 

The idea of development of artificial intelligence (AI) as a 
model of 'homo sapiens' occured with the advent of "clever 
machines" - computers. But as years went by. ideas of AI 
were transformed to the development of robot«, performing 
the sonic of human duties under unfavourable for men 
conditions, to the programs extending the capabilities of 
dialog with computers, to the expert systems allowing the 
solution of tasks which defy mathematical formulation , etc. 
The most interesting AI applications are the data processing 
program systems for large symbolic information bulks. The 
target of this processing is a search for regularities in data. 
At the beginning these programs were made for robot 
learning in purposeful behaviour in actual practice and as 
a tool for an analysis of audio-and video-information to be 
input into computer. But it has evident soon that the area 
of these programs application can be much more one and 
they are a tool extending the human capabilities in 
cognition of the universe. The AI methods named as 
computer learning came into use widely for an analysis 
of geological and geophysical information with the aim of 
prediction of the deposits or earthquakes, for technical 
diagnostics for the search for machinery faultinesses, for 
medical diagnostics, for analysis of spectral data for the 
purpose of detection of various chemical and physical 
effects, etc. This paper presents the results of computer 
learning applications to data processing of a great body of 
information about inorganic substances with the goal of 
prediction of new materials with the predefined properties. 
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SEMANTIC NETWORKS FOR THE REPRESENTA- 
TION KNOWLEDGE ABOUT INORGANIC 
SUBSTAN-CES 

Tbe data processing is an analysis of properties and relations of 
objects with the aim of detection of various connections in 
between. Therefore the most optimal form of such a data 
representation in the computer memory is associative 
structures which allow to trace the connections without a great 
body of sorting information. The mathematical model of 
associative structures is an especial kind of graphs - the 
semantic networks (SNs) describing the connections between 
objects, their properties and status [I|. The SNs in inorganic 
chemistry can represent the connections between properties of 
components of known physical-chemical systems and properties 
of these systems. It is important that the chemical systems can 
be divide into distinguishable classes with their physical and 
chemical properties. These classes were determined by some 
concepts, for example, "systems with formation of compounds 
of definite composition", "compounds with definite crystal 
structure type", "superconductors with the nitrogen critical 
temperature of transition to the superconducting state", and so 
on. The search for sets of component properties' intervals, 
which cause the system membership to a certain class, is one of 
the chemical data processing task using the SNs. The result is a 
general classifying regularity (a computer form of some known 
concept description). This process is referred to as computer 
learning (or concept formation using terms of the method [1]). 
This method is based on a SN use. The periodicity of chemical 
elements'   properties   and      the   following      from   this   fact 

periodicity of compounds' properties, allow to use the formed 
computer concepts for recognition of membership of unknown 
chemical element set to one or other class which are described 
by formed concepts. 

DATABASES AS A FOUNDATION OF SEMANTIC 
NETWORKS BUILDING 

The problem of application of SNs and another empirical and 

semi-empirical methods for finding regularities is an use of rather 
complete and qualitative data. Our experience of SN 
applications shows that the number of erroneous predictions 
varies proportionally with a number of errors in experimental 
data to be processed and the reliability grows with an increase of 
initial data volume (reliability mounts to a limit with an increase 
of size and representativeness of learning set). Consequently, 
the application of the methods of the search for regularities, 
based on SNs, implies an use of databases, containing extensive 
bulks of qualitative information, as a basis. With this aim in 
mind we develop the DBs containing data with the qualified 
expert assessment. The most interesting of them are the 
following: DBs on materials for electronics with completely 
assessed information [2,3] and an inorganic ternary compound 
properties DB containing partially assessed information [4,5]. 

Our investigations, aimed at predicting new materials for 
electronics and other applications, are based on these DBs. The 
development of a DB is connected with building of some 
predefined SN that represents the objective interrelations between 
the properties of substances. But DB information does not 
provide direct answers to connection between the substance 
properties and constituent component properties. The AI 
application makes it possible to search for such connections. 
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1) a phase diagram DB of material systems with intermediate semiconducting phases |2] contains information on physical-chemical 
properties of the intermediate phases and the most important Prcssurc-Temperaturc-Concentration phase diagrams of 
semiconducting systems evaluated by qualified experts. Currently the DB contains information on several tens of semiconducting 
systems. 
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The   Database of Phase Diagrams of Binary Semiconducting Systems. 
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The Database of Phase Diagrams of Ternary Semiconducting Systems. 
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2) an acousto-. electro-, and nonlinear-optical properlies [3] DB which contains information on crystals evaluated by experts. In 
addition, DB includes extensive graphical information about the properties of the materials 
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The Database of Ternary Inorganic Compounds "Phases". 
3) an inorganic ternary compound properties DB was built by us in the 1970's [4,5]. It contains information about thermochemical, 
crystal chemical and    superconducting properties on  more than 37,000 ternary compounds taken  from more than  11,000 
publications. Some of the data has been assessed by materials experts. 
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APPLICATION OF ARTIFICIAL 
INTELLIGENCE AND 
DATABASES TO THE NEW 
INORGANIC MATERIALS 
COMPUTER DESIGN 

It is impossible to use the DBs completely 
without an especial software of the 
search for regularities in data. During a 
quarter of a century we and our 
colleagues from Glushkov Institute of 
Cybernetics of National Academy of 
Sciences of Ukraine work at the 
problems of AI application to the 
prediction of new inorganic materials 
with predefined properties [6-10]. These 
investigations are aimed at development 
of the information-predicting system for 
inorganic materials computer design, 
based on SNs (6-8]. 
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We use the system that represents an initial information 
about known physical-chemical systems as some SNs - 
growing pyramidal networks (GPNs). A pyramidal 
network is an acyclic oriented graph having no vertices 
with one entering arc. If the processes of concept 
formation are determined in the network then the 
pyramidal network is designated as growing one [1]. 
GPN is built during the process of objects input. Each 
object (physical-chemical system) is put in as a set of 
values of the component properties with an indication of 
the class to which the system belongs. The nearby values 
of components' properties are united into one interval 
using an especial program or an experience of researcher. 
Concept formation process consists in the analysis  of 

Network building flj. 

vertices  inbuilt network and the choice of those ones that are the most typical for each class  [1]. 
These vertices became the checking vertices. 
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check vertices of concept   Q,- 

check vertices of    other concepts 

conceptor with mj =20 

Concept formation=> 
=>    (12 A 13) A-,llv (16 A 17 A 18) A-,(14 A 15) [1]. 

The resultant concepts (classifying regularities) can be stored in computer memory and printed or read out in the 
form of a learned SN or an equivalent Boolean expression which the values of the component properties make the 
variables. During the prediction process the computer receives only the atomic numbers of the elements or 
designations of simple compounds, while the values of the properties of the appropriate elements or simple 
compounds are automatically extracted from the DB. They are substituted into the GPN and the researcher can 
easily obtain the necessary prediction. 

What properties of the constituent components do we use for the description of physical- 
chemical systems? 

(1) all fundamental properties of chemical elements: the distribution of electrons in the energy 
levels of isolated atoms, ionization potentials, ionic, covalent or atomic radii of elements (cations), 
melting points (at 1 atm), standard entropy of individual substances and the like. 

(2) all properties of simple compounds - oxides, chalcogenides, halides, etc. - as required by the 
composition of the compounds predicted [6-10]. 
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Our approach has made it possible to solve problems of the following types [6-10]: 

- prediction of compound formation or non-formation for ternary systems; 
- prediction of the possibility of forming ternary and more complicated compounds of desired 

composition; 
- prediction of phases with defined crystal structures; 
- estimation of phase quantitative properties (critical temperature of transition to superconducting 

state, homogeneity region, etc.). 

Illustrated in Figure is the comparison between tbe results of predicting the compounds with composition ABO,   [9] and the new 
experimental data. It is a first prediction which we carried-out 25 years ago. Only one prediction was detected to be in error (CuGe03). 
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Designations: + - formation of compound with 
composition ABO, is predicted; - - formation of 
compound with composition ABO, is not 
predicted; © - compound with composition 
AB03 was    synthesized    and    appropriate 
information was used in the computer learning 
process; <^- compound with composition AB03 

does not exist under normal conditions and this 
information was used in the computer learning 
process; © - predicted formation of compound 
with composition AB03 which was confirmed by 
experiment; ® - predicted formation of compound 
with composition ABOj which was not confirmed 
by experiment; empty square - indeterminate 
result. 

Part of a Table Illustrating the Prediction of Compounds with the Composition ABO,. 
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Compounds/Systems Characteristics to be 
Predicted 

Experimental Tests 
for March 1999 

Error of 
Prediction, % 

ABX (X=Se,Te) Compound formation 99 39 

ABX2(X=G-,S,Se,Te) Compound formation 328 10 

ABXj (X=0,F,S, CI,Se,Br,Te,I) Compound formation 381 14 

ABX, (X=0,F,Cl,Br,I) Compound formation 393 5 

A2BX2 (X=S,Se) Compound formation 24 9 

AB2X4 (X=0,F,S, Cl,Se,Br,Te,I) Compound formation 746 15 

AjBjX, (X=0,S,Sc) Compound formation 97 26 

A(Hal)2 - B(Hal) Systems w/ compounds 108 10 

ABjX4 (X=O.S,Sc,Te) Structure type 367 6 

ABX (X=Al,Si,P,Ga,Ge,As,Pd,In,Bi) 
Structure type 46 50 

AB03 Perovskite structure 186 13 

AjBjO, Pyrochlore structure 73 18 

AB2X2 (X=Al,Si,P, Ge,As, Sb) ThCr2Si2 structure 
157 6 

ABX2 (X=AI,Co,Ni, Cu.Ga.Pd.In) 
MnCUjAI structure 55 13 

AA(S04)y * B^SOXand A(NOa), * B(NO,)y Compound formation 1:1 
130 4 

ABD04 Compound formation 22 6 

Average                          =   15 % 

Using AI approach described above we have predicted the formation of thousands of new compounds in ternary, 
quaternary and more complicated systems. These compounds were then searched for new magnets, semiconductors, 
superconductors, electro-optical, acousto-optical, nonlinear optical and other materials required for new 
technologies [6-10]. The comparison of these predictions with the experimental data, obtained later, showed that the 
average reliability of predicted compounds exceeds 80 %. 
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First-Principles Calculations for Materials Science: 
Their Power and Limitations 

Wanda Andreoni 

IBM Research Division, Zurich Research Laboratory, 
CH-8803 Rueschlikon, Zurich, Switzerland 

The use of parallel computers and that of sophisticated computational algorithms has made first-principle 
calculations feasible also for realistic models of systems of technological interest. Several successes have been 
obtained recently. In spite of this, there are still a number of problems to be solved, before this type of approach 
can assume a leading role in the investigation of materials. This talk will report on recent applications of 
parameter-free molecular dynamics to a variety of systems, with emphasis on the method, on the comparison of 
the results with experiment, on its useful outputs and also on its current limitations. 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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Interplay between Large Materials Databases, Semi-Empirical 
Approaches, Neuro-Computing and First Principle Calculations 
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2977 P Street, Suite 13, Wright-Patterson AFB OH 45433-7746, USA 
*** RACE, Faculty of Engineering, The University of Tokyo, 

7-3-1 Hongo,Tokyo 113, Japan 

Materials design is still mainly based on known concepts in materials science and intuition of the 
experimentalists. Analyzing the conditions that make it possible to search for materials science concepts, shows 
that it was not a new technique, a unique experimental observation, or an abstruse theory, which formed the 
take-off point. It was rather the amassing of a critical volume of experimentally-determined data in the literature 
that permitted an individual with deep insight to perceive an underlying pattern not previously apparent. 
Extending these facts to a new area of materials design leads to the following four key-points: 

1. Creation and use of huge, critically evaluated materials databases which comprehensively covers the 
published world literature (materials databases). 

2. Computer-aided reduction of elemental parameters and systematic combinations of them to find the 
relevant feature sets which can link materials properties qualitatively with the chemical species 
present (semi-empirical approaches). 

3. Refinement and optimisation of qualitatively-obtained results under (2) with the help of neuro- 
computing leading to more explicit quantitative results. 

4. Focusing on predicted, most-promising materials systems with the aim to reduce the experimental 
work for verification, as well as trying to create a theoretically-based explanation for such 
quantitative results (first-principle calculations). 

Materials Databases: 
The amount of critically-evaluated materials data has reached a respectful level, but it is still far from 
comprehensive. Below are the 6 most significant materials databases available in electronic form: 

ICSD- This Inorganic Structure Database is maintained by the Fachin- 
formationszentrum in Karlruhe, Germany and contains 
crystallographic data for inorganic compounds. 

CRYSTMET - This Intermetallic Structure Database was maintained until April 1, 
1997 by the National Research Council of Canada NRCC. CISTI, 
hard copy versions are Pearson's Handbook of Crystallographic 
Data for Intermetallic Phases, ASM International 1991 and 
Pearson's Desk Edition, ASM International, 1997 which contain 
crystallographic data for intermetallics and alloys. 

ICDD PDF2 - This Powder Diffraction Patterns Database is maintained by the 
International Centre for Diffraction Data in Swarthmore, 
Philadelphia which contains mainly measured powder patterns. 

BINARY ALLOY -     This CD-ROM is maintained by ASM International 
PHASE DIAGRAMS       (Editor-in-Chief: T.B. Massalski) 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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General Idea of 'INTERPLAY' with the ultimate aim of 
■Virtual Materials Design' capability 

New Materials - from trial and error - to combinatorial 
chemistry -to pattern directed discovery - to first principle 

calculations 

Materials design is still mainly based on the in materials science known 
concepts and intuition of the experimentalists. Analyzing the conditions that 
make it possible to search for the in materials science known concepts 
shows that it was not a new theory,a unique experimental observation, or 
an abstruse theory which formed the take-off point It was rather the 
amassing of a critical volume of experimentally determined data in the 
literature that permitted an individual with deep insight to perceive an 
underliyng pattern not previously apparent. 

Extending these facts to a new area of materials design leads to the 
following four key-points: 

O The creation and the use of huge, critically evaluated materials 
databases which comprehensively covers the published world literature. 

-4-4-4 (large electronic materials databases) 

© Computer-aided reduction of the elemental property parameters and 
systematic combinations of them to find the relevant 3D-feature sets which 
qualitatively can link materials properties with the chemical species present 

(semi-empirical approaches) 

© Refinement and optimization of the qualitatively obtained results under 
© with the help of neuro-computing leading to quantitative results. 

(neuro-computing) 

Focusing on predicted, most promising materials systems with the aim 
to reduce the experimental work for its verification, as well as trying to create 
a theoretical based explanation for such quantitative correlations between 
materials properties and its constituent elemental property parameters. 

-»-»-»(first principle calculations) 
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Large electronic Materials Databases 

The amount of critically evaluated materials data starts to reach an 
acceptable magnitude, 

but is still far away from calling it comprehensive, 
below are the 7 most significant electronic materials databases listed: 

OlCSD 
This Inorganic Structure Database is maintained by the Fachinformationszentrum in 
Karlsruhe, Germany and contains crystallographic data for Inorganic Compounds. 

© Pearson's Handbook (by. P. Villars and L.D. Calvert) 
Electronic version available by MPDS, its hardcopy versions are Pearson's Handbook 
of Crystallographic Data for Intermetallic Phases, ASM International, 1991 and Pearson's 
Desk Edition, ASM International, 1997 which contain crystallographic data for 
Intermetallics and Alloys. 

© ICDD PDF2 
This Powder Diffraction Patterns Database is maintained by the International Centre for 
Diffraction Data in Swarthmore, Philadelphia which contains mainly measured powder 
patterns and most recently calculated ones (from ICSD data). 

© Binary Alloy Phase Diagrams CD-ROM (by. T. Massaiski, H. okamoto) 
This CD-ROM is maintained by ASM International. 

© Ternary Alloy Phase Diagrams CD-ROM (by p. vmars, A. Prince, H. okamoto) 
This CD-ROM is maintained by ASM International. 

O Landolt-Boernstein CD-ROM 
Recently a series of the many-volume handbooks are available as CD-ROM, Springer- 
Verlag. 

© LPF, LinUS Pauling File (by editor-in-chief P. Villars) 
Is a Basic Database for Alloys, Intermetallics and Inorganics. This file is now in the 
process to be build up by the Japan Science and Technology Corporation JST in Japan 
and MPDS in Switzerland and is planned to enter the yearly update stage in 2007 which 
covers crystallographic data, powder patterns, intrinsic physical property data and phase 
diagrams (see plot 1). 
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CONCEPTS of the PAULING's FILE Project | 

200'000 

200'QOO 

..c t»r-. 

PAULING'a FILE 

■ Diffraction Database 

PAULING's FILE 

- Constitution Database 

35'000 

INORGANICS 

(200'000) 

PAULING's 
Retrieval/Visualization Software Tools 

II 
PAULING's Materials Design System I 

• fully relational database 

• data fully standardized 

•   data fully consistent 

• data critically evaluated 

0 very comprehensive world literage coverage 

• long term approach 

plot 1 
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mux 

Semi-empirical approaches 

There exists in the world literature a whole range of 'highest quality' 
correlations between materials properties and the chemical species present. 
To all of them is common that they were found by semi-empirical 
approaches based on a small to large amount of experimentally known data. 

A comprehensive review is given in the book "Intermetallic Compounds, Principles and Practice (Volume 
1), edited by J.H. Westbrook and R.L Fleischer, John Wiley & Sons (1995). 

Here we show the first results of an automated 'discovery tool' to search 
Systematically for the relevant 3D-feature Sets (derived from elemental property 

parameters of the chemical species present)     tO  Correlate   qualitatively   materials 

properties with the chemical species present. 

This is done in three major steps: 

ÖD Collection of all published elemental property parameters and find the 
most independent parameter sets within them 

We found in total over 300 parameter sets, of which for 42 sets complete parameter sets are published 

These can be grouped into the following: 

7(8) groups of elemental property parameter sets, here also called the 
7(8) "Factors": 

(for each elemental property parameter set we choose the most acurrate one) 

Atomic Weight Factor (Si-Unit: kg) weight atomic or atomic number 
Electro-Chemical Factor (Si-Unit: mol) electronegativity after M&B 

Frequency Factor (Sl-unit: S) magnetic resonance 
Heat Factor (Si-Unit: K) temperaure melting 

Size Factor (Sl-unit: m) radii pseudo-potential after Zunger 
Valence electron Factor (Sl-unit: A) valence electron number 

[Chemistry Factor: number of electrons + s,p,d,f shell electrons after Thaler] 
Optical Factor (Sl-unit: cd) ? 
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Building an automatic generator for 3D-feature sets resulting from 
combinations of elemental property parameters and mathematical 
operations. 

The number of 3D-feature sets has to be chosen very carefully because 
otherwise the total number of 3D-feature sets becomes 'astronomic'. To 
start e.g. with 6 elemental property parameters and 5 basic mathematical 
operations (sum, difference, ratio, product, maximum) results in 30 
combinations.Three of them gives one 3D-feature set to be investigated, 
that means (30*29*28)/(3*2) = 4060 3D-feature sets. 

eg 1 additional elemental property parameter would give 6545 3D-featuresets, and 1 additional operation 
would result in 7140 3D-feature sets, and 1 additional elemental property parameter + 1 additional 
operation results in 11480 3D-feature sets. 

® Automatic High-Quality Separation Detection (+ its Visualization). 

What humans normally do using their eyes and brains is: finding some kind of border between areas and 
counting how many points with the same materials property are the same at the same side of the border. 
In three dimensions one would have to find a more or less complex surface, and though algorithms to find 
them exists, they would take too much calculation time to be applied on thousands of 3D-feature sets. So 
the detection algorithm must work on a much simpler basis. 

Our starting point is: "If a separation is 'good' then many points' nearest 
neighbour(s) must have the same materials property. And this can be 
detected with simple distance calculations. In principle all distances from 
each point have to be calculated to find out, what is the shortest and 
therefore what is the nearest neighbour. 

So what about the 'other' neighbours ? A really good separation means that 
points of the same materials property give clusters, which are as big as 
possible. Therefore we investigate the best results received by looking just 
at the nearest neighbour again in more detailed way.by increasing the 
numbers of neighbours to e.g. 50 and follow its seperation behaviour (see 
'hits' vs. number of neighbours, plot 2). 
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This can be best demonstrated on a practical example. 

Considering the following 6 elemental property parameters: 
1) atomic number 

2) electronegativity after M&B 
3) magnetic resonance 
4) temperaure melting 

5) radii pseudo-potential after Zunger 
6) valence electron number 

@ Considering the following 5 mathematical operations: 
11) sum 

12) difference 
13) ratio 

14) product 
15) maximum 

Considering 6431 ternary systems 
4104 formers + 

(from Pearson's Handbook) 

2327 nonformers 
(derived from 676 binary nonformers, from Binary Alloy Phase Diagrams CD-ROM) 

Below are listed the results for the 20 'best' from all 
(30*29*28)/(3*2) = 4060 3D-feature sets (see plots 3 + 4): 

This means e.g. for 6431 ternary formers/nonformers infos 6431*6430 / 2; 
20'675'665 distances for each 3D-feature set. 

1 01-15/ 05-12 / 05-15 6297 (97.92%) 
2 02-15 / 05-12 / 05-15 6288 (97.78%) 
3 02-12 / 05-12 / 05-15 6282 (97.68%) 
4 01 -12 / 05-12 / 05-15 6276 (97.59%) 
5 01-12/01-15/05-14 6268(97.47%) 
6 01-15/05-12/05-13 6261(97.36%) 
7 02-15/05-12/05-13 6257(97.29%) 
8 01-11 / 05-12 / 05-15 6256 (97.28%) 
9 02-12/05-13/05-15 6250(97.19%) 
10 01-12/05-13/05-15 6249(97.17%) 
11 01-12/02-15/05-14 6248(97.15%) 
12 05-12/05-15/06-15 6245(97.11%) 
13 05-12/05-13/05-15 6245(97.11%) 
14 02-15/05-12/05-14 6242(97.06%) 
15 02-11 / 05-12 / 05-15 6241 (97.05%) 
16 02-14 / 05-12 / 05-15 6241 (97.05%) 
17 01-15/05-12/05-14 6239(97.01%) 
18 01-15 / 05-13 / 05-14 6236 (96.97%) 
19 02-12 / 05-12 / 05-13 6236 (96.97%) 
on  rx-t ic/nc-iQ/ncii; ROIR fQR Q^°A\ 
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Neuro-computinq 

■mKjiW 

After such qualitative correlations have been discovered the following neuro-computing 
approaches showed to be 

striking in improving the qualitative correlations 
clearly towards quantitative correlations 

The following approaches showed to be very successful: 

- Function Approximation - Ensemble Aprroach 
- Function Approximation - Orthogonal Approach 
- Function Approximation - Auto-Associative Filtering 
- Clustering and Visualization 

In this session you will hear several contributions showing the power of neuro-computing. 

Therefore in short the processing sequence of our Materials Design 

capability is:®@®® 

® preparing a 'highest quality data-set' from materials property of interest 
using large electronic materials databases. It is very important to invest 
some time to evaluate the data as much as possible 

(otherwise garbage in -# garbage out) 

® using elemental property parameters + mathematical operations 
for the generation of 3D-feature sets 

(investigating the influence of exchanging different elemental property parameters belonging to the same 
factor, e.g. size factor: pseudo-potential, ionic, covalent, metallic radii) 

® testing which 3D-feature sets are 'best' for the individual materials design 
problems, the 'best' solutions have to be investigated in close interaction 

with the results in neuro-computing. With that we have a tool to 
complement the 'intuition of the scientist' by a very robust method 

® applying different neuro-computing approaches and by optimization of the 
different results predicting materials properties with highest accuracy rates 
(e.g. in case of ternary formers/nonformers over 99% based on experimental infos for about 6000 
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Hidden Structural Facts 

Single Environment Structure Types 

Peirson tymbol   Structure type   Space group Space group number 

e« Cu Fm3m 225 

<I»M-"-255 nm 
I 

24 

I    ' 
15 

Most frequently occurring AETs in tho Single Coordination Types 

2500 

4-a 

Tetrahedron Octahedron 

43.0 K«.O 

Cubooctahedron 

12"(c) 
Rhombic 

8°-36(M  dodecahedron 

plot 5 



1412 

Semi-empirical approach (measured data) 

VE«<a74 
2.5 fr 

2.0 

1.5 

1.0 

0.5 

-0.5 

-1.0 

-1.5 

-2.0 

-2.5 

CN6 

-1.5 
''''''''' 

Atomic Property Expressions (Variables) 

x = *R?+p = fR?+p(conc) 

y = «CMB = «CMD(conc) 

i=*V = V(conc) 

plot 6 
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First principle calculation (calculated data) 

(a)    Section 1 

Our Calculation 

3.5— p-d(HIA-IVB) 
3.0— s-p(IA-VA)/|Mf(IIIA-IIIB) 
2.5 j-pfllA-IHA) 
2.0— »-P(IA-'«A) 
1.5 S-S(IA-IIA) 
1.0—- s-s(IA-IA) 

4R(d) 

Section 2 
(N, - 2.7S-3.24) 

o     -1J0 • 

Correspondence of sections of calculated structural maps to QSD's 

Nv=3.0 

X=2.0 

\=3.0 

■k=> 

AE(Ry) 

Calculated structural map of s-p bonded AB compounds 
using the difference of valence electron orbital energies 
of aVoros Mii \>OT^ \WVJJ.K 

plot 7 
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First principle calculations 

Even after establishing above mentioned quantitative correlations the number of to be experimentally 
verified predictions is in general too high because most advanced materials of todays' interest are ternary 
or quaternary systems. In the case of the ternary systems there exists 161700 and for the quaternary 
systems 3'921'225 potential systems. In addition, in order to establish structures and phase relationships, 
one has to prepare and investigate at least 10 times more samples per system by going e.g. from ternary 
to quaternary. 

In the best case from first principle calculations one can expect to create a 
theoretical based explanation for such quantitative correlations between 
materials properties and elemental physical parameters. With that we will 
get a 'handle'on the processing control of its 'materials production (with pre- 
defined property)' 

Several years ago the Structure Stability Maps, also called Quantum 
Structure Diagrams (QSD) was found by us using a semi-empirical approach 
looking at the simplest structures the single-environment compounds. 
Each atom within such a compound has geometrical the same atomic environment 
(coordination polyhedra), see plots 5 + 6. 

The major achievement of the QSD was to correlate 'hidden' structural 
facts with elemental property parameters (3D-feature set) and achieving 
separation between materials with different AETs with accuracies of 
> 98%. 

Recently Ying Chen et al. presented a simple model for studying the 
structure stability of atomic environments of AB intermetallic compounds. 
The relative stability of the four most common atomic environment types 
(AETs) have been systematically calculated within a tight-binding model. 

The calculated three-dimensional QSD uses: 

- the difference of the valence electron orbital energy of an atom, AE 
- the distance between atoms, d 
- the average number of electron per atoms Nv 
(+ with constant power indexes 'lamda' of the repulsive potential term) 

compared with the semi-empirical found QSD uses: 
- the concentration-weighted eletronegativity difference, AE(M&B) 

- the concentration weighted pseudo-potential radii diffference, AR(Z) 
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In summary to achieve our ultimate goal of having an 
accurate 'Virtual Materials Design' capability 

we need: 

mm 

INTERACTIONS 

O access to huge materials databases 
(high-quality data) 

© method to systematically discover the relevant correlation between 
elemental property patameters (3D-feature sets) and materials property 

(semi-empirical approach) 

© Neuro-computing to optimize results 
and make highest accuracy predictions >99% 

(neuro-computing) 

© First principal calculations to create a theoretical based explantion for 
such quantitative results, to get a 'handle' on the processing control of 

its 'production of the wanted materials' 
(first principle calculation) 

MOM 

PREDICTION STEPS 

Beiing able to predict materials properties 
one has to the obey the following sequence: 

© formers versus nonformers 

© stable compositions within the formers 

© crystal structure of the stable compositions within the formers 

© correlate materials properties with its crystal structure 
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»•a***»» 

WATCH 

O Do not miss any elemental property parameters (3D-feature sets) 

© Minimize the number of prediction steps 
by covering large materials groups 

(e.g. treat binay, ternary, quaternary systems together instead just binaries at a fixed stoichiometry, this 
means increase data amount as much as possible!) 

© Maximize the accuracy of the precdiction of each prediction step to 
over > 99 % 

(overall accuracy is most important) 

0 Reduce the number of crystal structures by grouping structures having 
the same gross-feature, by moving from the 'classical' space group 

description to the atomic environment description 

(at present about 6'000 structure types have been published) 

© Correlate materials properties with its crystal structures 
(be aware that this is a necessary but not sufficient condition) 

using the atomic environment description 

(e.g. most materials properties are found in less than 24 'classical' different crystal structures) 
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Software Package "Materials Designer" and its 
Application in Materials Research 

Chen Nianvi*. Lu Wencong**, Chen Ruiliang*, Qin Pei* 

* Shanghai Institute of Metallurgy, Chinese Academy of Sciences, Shanghai, China 
**Department of Chemistry, Shanghai University, Shanghai, China 

ABSTRACT 
A useful software, "Materials Designer", has been built based on a series of new computation methods. It 
can be used to help scientists or engineers to solve a series of problems in research work, including the 
following purposes: (1) to optimize the technological conditions in materials preparation, in order to 
achieve better performance of the products; (2) to predict the properties and phase components of unknown 
materials. Examples of applications are described to show the usefulness of this software. 

INTRODUCTION 
There are two problems of general significance in materials research: 
(1) How to find the structure-property relationship of materials, in order to predict the physico-chemical 

properties of unknown materials systems; 
(2) How to find the best conditions of preparation of materials, in order to make exprimental design for 

new materials preparation. The software package "Materials Designer" has been used in our 
laboratory for solving some topics related to the above-mentioned problems, with good results. 

COMPUTATIONAL METHODS 
The software "Materials Designer" is a comprehensive system consisting of several modules, including a 
series of pattern recognition methods: PCA, PLS, Fisher method, LMAP, MREC and ENVELOP methods. 
ANN and nonlinear regression modules are also included in this software. Here LMAP, MREC and 
ENVELOP methods are developed by ourselves. Combining with the HIDDEN PROJECTION method 
developed by ourselves, software "Materials Designer" provides a very powerful means to develop a 
hyperpolyhedron within the hyperspace for data mining. The philosophy of the computation methods of 
"Materials Designer" are as follows: 

(1) It is assumed that the sample points distributed in hyperspace for data mining can be classified into two 
classes: class "1" and class '2". We usually call class "1" as "good" class if the samples can be 
classified as "good" or 'bad". The distribution zone of sample points of class "1" is called "optimal 
zone". 

(2) It is assumed that there is only one optimal zone in the hyperspace for data mining. But this assumption 
is not a limitation of our method, since we have a 'LOCAL VIEW" technique which can be used to 
divide the hyperspace into several subspaces, and we can make each subspace contain only one optimal 
zone, and make modelling separately by using the boundaries of the subspace as boundary conditions in 
modelling. 

(3) It is assume that the optimal zone in hyperspace can be described by a hyperpolyhedron with a series of 
hyperplanes as its boundaries (the hyperpolyhedron can be concave one or convex one. A so-called 
'box class 2" operation can be used to define a concave hyperpolyhedron in hyperspace). The 
inequalities describing these hyperplane boundaries can be used as mathematic model for optimal zone. 

LMAP is a linear projection method with better separability than traditional pattern recognition methods. It 
consists of four steps: in the first step the origin of coordinate is moved to the center of the optimal zone. 
The second step is to generate a hyper-ellipsoid to enclose all sample points of class "1", the third step is to 

0-7803-5489-3/99/$ 10.00 ©1999 IEEE. 
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make the deformation of the ellipsoid into a hypersphere. The final step is to project the figures onto the 
plane by PCA method. 

MREC and ENVELOP methods form hyperpolyhedron in hyperspace to enclose all sample points 
automatically. By MREC method, various projection maps can be displayed on computer screen to provide 
useful information of the data structure for you. 

In software "Materials Designer", pattern recognition methods are used to reduce the dimensionality of data 
structure to diminish the number of inputs of ANN and the independent variables of nonlinear regression. 
In this repect, MREC is most useful tool for dimension reduction. 

"MATERIALS DESIGNER" AS A TOOL FOR 
NEW MATERIALS OPTIMAL DESIGN [1,2,3] 

Optimal Design of the Compostion of Rare-Earth Containing Phosphor 
Keise Optonix Ltd in Germany has applied 45 German patents about the composition of rare-earth- 
containing phosphors. We have used these data to make data mining by "Materials Designer". The result of 
data mining indicates that the optimal zone can be extended by extrapolation. By extrapolation we have 
obtained a series of new compositions located outside of the scope of German patent. Our experimental 
work confirms that these newly designed phosphores exhibit higher brightness than the German patent 
declared. 

Optimal Design of High Temperature Superconductor 
By flouride dopant addition, the Bi-based superconductor materials has achieved the highest critical 
temperature to about 116 K. We have used these data to do data mining work by "Materials Designer". 
Based on the result of data mining, some new composition and sintering condition has been proposed, and 
the critical temperature level achieved has been elevated to 121 K. 

Optimal Design of VPTC ceramic semiconductors 
VPTC materials, a special kind of ceramic semiconductor, have been prepared. One of the performance 
parameter is the ratio between the electric resistance at 0 °C and minimum resistance. The highest ratio 
achived is 20. By using "Materials Designer", some proposed new composition and technological condition 
give much better result: this ratio is elevated to 27.3. 

"MATERIALS DESIGNER" AS A TOOL FOR 
UNKNOWN PHASE DIAGRAM PREDICTION 

Computerized Prediction of Ternary Intermetallic Compounds 
It is well known that thermodynamic method is widely used to predict ternary phase diagrams based on the 

data of known binary phase diagrams. But the result is reliable only in the case that there is no unknown 
ternary intermediate compound formation, since the existence of ternary intermediate compound cannot be 
predicted by thermodynamic method. The use of "Materials Designer" may solve this problem, because we 
can use it to find the regularities of the formation of ternary compounds by the data mining of the data of 
known phase diagrams in the hyperspace spanned by suitable atomic parameters or their functions. 

The prediction of ternary intermetallic compounds can be cited as an example. Based on the data from the 
Data Bank of Ternary Alloy Systems edited by Villars, we select the data of known phase diagrams of 2400 
ternary alloy systems as training set, and use Villars's system of atomic parameters (VE, Xmb, Rsp) or their 
functions to span hyperspaces. Some very good regularities can be found if the systems consisting of 
nontransition metals and that consisting of transition metals are treated separately. Based on the regularities 
found (here the zone of class "1" is the zone of ternary compound forming zone), a series of newly 
discovered ternary intermetallic compounds can be 'predicted" in this way. 
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Computation of the Liquidus Surfaces of Some Ternary Phase Diagrams of Halide Systems 
Based on the data of known ternary phase diagrams of halide systems, we can use "Materials Designer" to 
make data mining within some hyperspaces spanned by the values of the ionic radii, the ionic charge and 
the electronegativities of constituent elements. The position of the contour curves of the liquidus surfaces 
of many ternary systems (for example, the contour curve of the liquidus surface of RbCaCl3 in CaCl2- 
BaCL-RbCl system) can be predicted with good result). 

REFERENCES 
1. Chen Nianyi, 1988. Chemical pattern recognition research in China, Analytica Chimica Acta, 210(1-2), 

175-179. 
2. Chen Nianyi, Li Chonghe, Yao Shuwen, Wang Xueye, 1996. Regularities of melting behaviours of 

some binary alloy phases. Journal of Alloys and Compounds, 234, 126-136 
3. Chen Nianyi, Li Chonghe, Liu Gang, Qin Pei, 1996. On the formation of ternary alloy phases, Journal 

of Alloys and Compounds, 245, 179-187 
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